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ABSTRACT

The RELAPS code has been developed for best-estimate transient simulation of light water reactor
coolant systems during postulated accidents. The code models the coupled behavior of the reactor coolant
system and the core for loss-of-coolant accidents and operational transients such as anticipated transient
without scram, loss of offsite power, loss of feedwater, and loss of flow. A generic modeling approach is
used that permits simulating a variety of thermal hydraulic systems. Control system and secondary system
components are included to permit modeling of plant controls, turbines, condensers, and secondary
feedwater systems.

RELAP5/MOD3 code documentation is divided into seven volumes: Volume | presents modeling
theory and associated numerical schemes; Volume Il details instructions for code application and input
data preparation; Volume Il presents the results of developmental assessment cases that demonstrate and
verify the models used in the code; Volume IV discusses in detail RELAP5 models and correlations;
Volume V presents guidelines that have evolved over the past several years through the use of the
RELAPS5 code; Volume VI discusses the numerical scheme used in RELAPS5; and Volume VII presents a
collection of independent assessment calculations.
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EXECUTIVE SUMMARY

The light water reactor (LWR) transient analysis code, RELAPS5, was developed at the Idaho
National Engineering Laboratory (INEL) for the U.S. Nuclear Regulatory Commission (NRC). Code
applications include analysis to support rulemaking, licensing audit calculations, evaluation of accident
mitigation strategies, evaluation of operator guidelines, and experiment planning analysis. RELAP5 has
also been used as the basis for a nuclear plant analyzer. Specific applications have included simulations of
transients in LWR systems such as loss of coolant, anticipated transients without scram (ATWS), and
operational transients such as loss of feedwater, loss of offsite power, station blackout, and turbine trip.
RELAPS is a highly generic code that, in addition to calculating the behavior of a reactor coolant system
during a transient, can be used for simulating of a wide variety of hydraulic and thermal transients in both
nuclear and nonnuclear systems involving mixtures of steam, water, noncondensable, and solute.

The MOD3 version of RELAP5 has been developed jointly by the NRC and a consortium consisting
of several countries and domestic organizations that were members of the International Code Assessment
and Applications Program (ICAP) and its successor organization, Code Applications and Maintenance
Program (CAMP). Credit also needs to be given to various Department of Energy sponsors, including the
INEL laboratory-directed discretionary funding program. The mission of the RELAP5/MOD3
development program was to develop a code version suitable for the analysis of all transients and
postulated accidents in LWR systems, including both large- and small-break loss-of-coolant accidents
(LOCASs) as well as the full range of operational transients.

The RELAP5/MOD3 code is based on a nonhomogeneous and nonequilibrium model for the two-
phase system that is solved by a fast, partially implicit numerical scheme to permit economical calculation
of system transients. The objective of the RELAP5 development effort from the outset was to produce a
code that included important first-order effects necessary for accurate prediction of system transients but
that was sufficiently simple and cost effective so that parametric or sensitivity studies are possible.

The code includes many generic component models from which general systems can be simulated.
The component models include pumps, valves, pipes, heat releasing or absorbing structures, reactor point
kinetics, electric heaters, jet pumps, turbines, separators, accumulators, and control system components. In
addition, special process models are included for effects such as form loss, flow at an abrupt area change,
branching, choked flow, boron tracking, and noncondensable gas transport.

The system mathematical models are coupled into an efficient code structure. The code includes
extensive input checking capability to help the user discover input errors and inconsistencies. Also
included are free-format input, restart, renodalization, and variable output edit features. These user
conveniences were developed in recognition that generally the major cost associated with the use of a
system transient code is in the engineering labor and time involved in accumulating system data and
developing system models, while the computer cost associated with generation of the final result is usually
small.

The development of the models and code versions that constitute RELAPS5 has spanned
approximately 17 years from the early stages of RELAP5 numerical scheme development to the present.
RELAPS represents the aggregate accumulation of experience in modeling core behavior during severe
accidents, two-phase flow process, and LWR systems. The code development has benefitted from
extensive application and comparison to experimental data in the LOFT, PBF, Semiscale, ACRR, NRU,
and other experimental programs.
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As noted, several new models, improvements to existing models, and user conveniences have been
added to RELAP5/MOD3. The new models include

. The Bankoff counter-current flow limiting correlation, that can be activated by the user at
each junction in the system model

. The ECCMIX component for modeling of the mixing of subcooled emergency core
cooling system (ECCS) liquid and the resulting interfacial condensation

. A zirconium-water reaction model to model the exothermic energy production on the
surface of zirconium cladding material at high temperature

. A surface-to-surface radiation heat transfer model with multiple radiation enclosures
defined through user input

. A level tracking model
. A thermal stratification model.
Improvements to existing models include

. New correlations for interfacial friction for all types of geometry in the bubbly-slug flow
regime in vertical flow passages

. Use of junction-based interphase drag

. An improved model for vapor pullthrough and liquid entrainment in horizontal pipes to
obtain correct computation of the fluid state convected through the break

. A new critical heat flux correlation for rod bundles based on tabular data

. An improved horizontal stratification inception criterion for predicting the flow regime
transition between horizontally stratified and dispersed flow

. A modified reflood heat transfer model

. Improved vertical stratification inception logic to avoid excessive activation of the water
packing model

. An improved boron transport model
. A mechanistic separator/dryer model
. An improved crossflow model

. An improved form loss model
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. The addition of a simple plastic strain model with clad burst criterion to the fuel
mechanical model

. The addition of a radiation heat transfer term to the gap conductance model

. Maodifications to the noncondensable gas model to eliminate erratic code behavior and
failure

. Improvements to the downcomer penetration, ECCS bypass, and upper plenum

deentrainment capabilities
Additional user conveniences include
. Code speedup through vectorization for the CRAY X-MP computer

. Computer portability through the conversion of the FORTRAN coding to adhere to the
FORTRAN 77 standard

. Code execution and validation on a variety of systems. The code should be easily installed
(i.e., the installation script is supplied with the transmittal) on the CRAY X-MP
(UNICOS), DECstation 5000 (ULTRIX), DEC ALPHA workstation (OSF/1), IBM
Workstation 6000 (UNIX), SUN Workstation (UNIX), and HP Workstation (UNIX). The
code has been installed (although the installation script is not supplied with the
transmittal) on the CDC Cyber (NOS/VE), IBM 3090 (MVS), and IBM-PC (DOS). The
code should be able to be installed on all 64-bit machines (integer and floating point) and
any 32-bit machine that provides for 64-bit floating point.

The RELAP5/MOD3 code manual consists of seven separate volumes. The modeling theory and
associated numerical schemes are described in Volume I, to acquaint the user with the modeling base and
thus aid in effective use of the code. Volume Il contains more detailed instructions for code application
and specific instructions for input data preparation. Both Volumes | and Il are expanded and revised

versions of the RELAP5/MOD2 code marfuahd Volumes | and Il of the SCDAP/RELAP5/MOD?2
code manudt.

Volume I1I° presents the results of developmental assessment cases run with RELAP5/MOD3 to
demonstrate and verify the models used in the code. The assessment matrix contains phenomenological
problems, separate-effects tests, and integral systems tests.

a. V. H. Ransom et aRELAP5/MOD2 Code Manual, Volumes | andNUJREG/CR-4312, EGG-2396, August
and December, 1985, revised April 1987.

b. C. M. Allison and E. C. Johnson, EdSCIFAP/RELAP5/MOD2 Code Manual, Volume I: RELAPS Code
Structure, System Models, and Solution Methods, and Volume IIl: User’s Guide and Input Requirements,

NUREG/CR-5273, EGG-2555, June 1989.

c. To be published in 1996.
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Volume IV contains a detailed discussion of the models and correlations used in RELAP5/MOD3. It
presents the user with the underlying assumptions and simplifications used to generate and implement the
base equations into the code so that an intelligent assessment of the applicability and accuracy of the
resulting calculations can be made. Thus, the user can determine whether RELAP5/MOD3 is capable of
modeling a particular application, whether the calculated results will be directly comparable to
measurement, or whether they must be interpreted in an average sense, and whether the results can be used
to make quantitative decisions.

Volume V provides guidelines that have evolved over the past several years from applications of the
RELAPS5 code at the Idaho National Engineering Laboratory, at other national laboratories, and by users
throughout the world.

Volume VI discusses the numerical scheme in RELAP5/MOD3, and Volume VIl is a collection of
independent assessment calculations.
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NOMENCLATURE

cross-sectional area @n coefficient matrix in hydrodynamics, coefficient in
pressure and velocity equations

coefficient in heat conduction equation at boundaries
throat area (1)

speed of sound (m/s), interfacial area per unit volumd),(epefficient in gap
conductance, coefficient in heat conduction equation, absorption coefficient

coefficient matrix, drag coefficient, coefficient in pressure and velocity equations
coefficient in heat conduction equation at boundaries
body force in x coordinate direction (rﬁ)/s

coefficient of virtual mass, general vector function, coefficient in pressure and
velocity equations, delayed neutron precursors in reactor kinetics, concentration,
pressure-dependent coefficient in Unal’s correlation (1/kes)

coefficient in noncondensable energy equation (J/kgeK)
constants in drift flux model

specific heat at constant pressure (J/kgeK)

drag coefficient

coefficient in heat conduction equation, coefficient in new time volume-average
velocity equation, constant in CCFL model

coefficient of relative Mach number, diffusivity, diameter (m), heat conduction
boundary condition matrix, coefficient in pressure and velocity equations

coefficient in noncondensable energy equation (J/&geK
coefficient of heat conduction equation at boundaries
coefficient in heat conduction equation, droplet diameter (m)
energy dissipation function (W#n

total energy (U +%/2) (J/kg), emissivity, Young's modulus, term in iterative heat
conduction algorithm, coefficient in pressure equation

interfacial roughness

term in iterative heat conduction algorithm, gray-body factor with subscript,
frictional loss coefficient, vertical stratification factor

interphase drag coefficient i‘r%g-s)
wall drag coefficients (liquid, vapor)los
interphase friction factor, vector for liquid velocities in hydrodynamics

mass flux (kg/n’ws), shear stress, gradient, coefficient in heat conduction, vector
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guantity, fraction of delayed neutrons in reactor kinetics
Grashof number

gravitational constant (nf)s temperature jump distance (m), vector for vapor
velocities in hydrodynamics

elevation (m), volumetric heat transfer coefficient (W/Rynhead (m)

form or frictional losses (liquid, vapor) (m/s)

specific enthalpy (J/kg), heat transfer coefficient (WK1 energy transfer
coefficient forrg, head ratio

dynamic head loss (m)

identity matrix, moment of inertia (N-mz-)s
J-1

junction velocity (m/s)

superficial velocity (m/s)

energy form loss coefficient

Kutateladze number

thermal conductivity (W/meK)

Boltzmann constant

length, limit function, Laplace capillary length

Mach number, molecular weight, pump two-phase multiplier, mass transfer rate,
mass (kg)

constant in CCFL model

number of system nodes, number density g#/rpump speed (rad/s), non-
dimensional number

Nusselt number

unit vector, order of equation system

pressure (Pa), reactor power (W), channel perimeter (m), turbine power (J/s)
relates reactor power to heat generation rate in heat structures

wetted perimeter (m), particle probability function

Prandtl number

volumetric heat addition rate (W?Dm space dependent function, volumetric flow

rate (n¥/s)
heat transfer rate (W), heat flux (V\?bm

XXii



Ra
Re

R&

\Y
VIS
VISF, VISG

\'%

Ve

w

We

RELAP5/MOD3.2

radius (m), surface roughness in gap conductance, radiation resistance term, non-
dimensional stratified level height

Rayleigh number

Reynolds number

the particle Reynolds number

reaction fraction for turbine, radial position

Chen’s boiling suppression factor, stress gradient, specific entropy (J/kgeK), shape
factor, real constant, source term in heat conduction or reactor kinetics (W)

temperature (K), trip

critical temperature (K)

reduced temperature (K)

time (s)

specific internal energy (J/kg), vector of dependent variables, velocity (m/s)
radial displacement in gap conductance (m)

volume (n?), specific volume (ffikg), control quantity

numerical viscosity terms in momentum equation&{Hh

numerical viscosity terms in momentum equations (liquid, vap8f$2(m

mixture velocity (m/s), phasic velocity (m/s), flow ratio, liquid surge line velocity
(m/s)

choking velocity (m/s)

weight of valve disk, weighting function in reactor kinetics, relaxation parameter
in heat conduction, shaft work per unit mass flow rate, mass flow rate

Weber number

humidity ratio

quality, static quality, mass fraction, conversion from MeV/s to watts
spatial coordinate (m), vector of hydrodynamic variables

control variable

two-phase friction correlation factor, function in reactor kinetics

Symbols

void fraction, subscripted volume fraction, angular acceleration ﬁad/s
coefficient for least-squares fit, speed ratio, thermal diffusivifysimunal’s term

coefficient of isobaric thermal expansion‘J()ﬁ effective delayed neutron fraction
in reactor kinetics, constant in CCFL model
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volumetric mass exchange rate (kdfs)
exponential function in decay heat model
dynamic pressure loss (Pa)

temperature difference

increment in time variable (s)

increment in spatial variable (m)

area ratio, truncation error measure, film thickness (m), impulse function,
Deryagin number

coefficient, strain function, emissivity, tabular function of area ratio, surface
roughness, wall vapor generation/condensation flag

efficiency, bulk/saturation enthalpy flag

relaxation time in correlation fdr, angular position (rad), discontinuity detector
function

coefficient of isothermal compressibility (Pa
prompt neutron generation time, Baroczy dimensionless property index

eigenvalue, interface velocity parameter, friction factor, decay constant in reactor
kinetics

viscosity (kg/mes)

kinematic viscosity (n°'{s), Poisson’s ratio
exponential function, RMS precision

3.141592654

density (kg/m), reactivity in reactor kinetics (dollars)
fission cross section

depressurization rate (Pa/s)

surface tension (JA) stress, flag used in heat conduction equations to indicate
transient or steady-state

shear stresses (N), torque (N-m)
specific volume (rfikg)

donored property, Lockhart-Martinelli two-phase parameter, neutron flux in
reactor kinetics, angle of inclination of valve assembly, elevation angle, velocity-
dependent coefficient in Unal’s correlation

Lockhart-Martinelli function
coefficient, fission rate (number/s)

angular velocity, constant in Gudanov solution scheme
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Subscripts
AM annular-mist to mist flow regime transition
a average value
ann liquid film in annular mist flow regime
BS bubbly to slug flow regime transition
b bubble, boron, bulk
bub bubbles
bundle value appropriate for bundle geometry
CHF value at critical heat flux condition
CONV value for convective boiling regime
c vena contract, continuous phase, cladding, critical property, cross-section,
condensation
cond value for condensation process
core vapor core in annular-mist flow regime
cr,crit critical property or condition
Cross value for cross flow
cyl cylinder
D drive line, vapor dome, discharge passage of mechanical separator
DE value at lower end of slug to annular-mist flow regime transition region
d droplet, delay in control component
drop droplets
drp droplet
e thermodynamic equilibrium, equivalent quality in hydraulic volumes, value ring
exit, elastic deformation, entrainment
F wall friction, fuel
f liquid phase, flooding, film, force, flow
fc forced convection flow regime
fg phasic difference (i.e., vapor term-liquid term)
fr frictional
GS gas superficial
g vapor phase, gap
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HE
h,hy,hydro
high
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IAN

i jt1, -1
K

k

L

LS
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lev,level
lim

low

m

min

POOL

pipe

REG

SA

sat
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drift velocity
head
homogeneous equilibrium
hydraulic
value at upper limit of transition region
interface
inverted annular flow regime
interface, index
spatial noding indices for junctions
spatial noding index for volumes

iteration index in choking model

spatial noding index for volume, laminar, value based on appropriate length scale

liquid superficial

left boundary in heat conduction

value at two-phase level

limiting value

value at lower limit of transition region

mixture property, motor, mesh point

minimum value

noncondensable component of vapor phase

reference value

value for pool boiling regime

partial pressure of steam, particle, phase index

cross section of flow channel

rated values

flow regime identifier

relative Mach number, right boundary in heat structure mesh
suction region

value at upper end of slug to annular-mist flow regime transition
steam component of vapor phase, superheated, superficial

saturated quality, saturation
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sb small bubble
sm Sauter mean value
spp value based on steam pertial pressure
sppb value based on steam partial pressure in the bulk fluid
spt value based on steam total pressure
sr surface of heat structure
st stratified
std standard precision
T point of minimum area, turbulent
TB transition boiling
Th Taylor bubble
t total pressure, turbulent, tangential, throat
tt value for turbulent liquid and turbulent vapor
up upstream quantity
v mass mean Mach number, vapor quantity, valve
w wall, water
1 upstream station, multiple junction index, vector index
lo single-phase value
2 downstream station, multiple junction index, vector index
20 two-phase value
T torque
V1 viscosity
00 infinity
Superscripts
B bulk liquid
f value due to film flow process
e value due to entrainment precess
exp old time terms in velocity equation, used to indicate explicit velocities in choking
max maximum value
min minimum value
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time level index

initial value

real part of complex number, right boundary in heat conduction
saturation property, space gradient weight factor in heat conduction
wall

vector index

total derivative of a saturation property with respect to pressure, local variable,
bulk/saturation property

derivative

donored quantity

flux quantity, i.e. value per unit area per unit time

unit momentum for mass exchange, intermediate time variable

linearized quantity, quality based on total mixture mass
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1 INTRODUCTION

Volume IV is intended to enhance the information presented in Volumes | and Il of this document,
which provide a detailed explanation of the code contents and its structure, its input requirements, and the
interpretation of the code output. The purpose of this document is to provide the user with quantitative
information addressing the physical basis for the RELAP5/MOD3 computer code, not only as documented
in the other code manuals but also as actually implemented in the FORTRAN coding. The specific version
of the code being discussed is RELAP5/MOD3.2.

The information in this document allows the user to determine whether RELAP5/MOD3 is capable
of modeling a particular application, whether the calculated result will directly compare to measurements
or whether they must be interpreted in an average sense, and whether the results can be used to make
guantitative decisions. Wherever possible, the other code manual volumes are referenced rather than repeat
the discussion in this volume.

This introduction briefly describes the RELAP5/MOD3 code, presenting some of the history of the
RELAPS5 development leading to the current code capabilities and structure. The code structure is then
discussed. The structure is significant, for it affects the time at which each of the calculated parameters is
determined and gives the reader an understanding of the order in which a calculation proceeds and the
manner in which transient parameters are passed from one portion of the calculational scheme to the next.
The scope of the document is presented followed by a description of the document structure, which closely
relates to the code structure.

1.1 RELAP5/MOD3

The light water reactor (LWR) transient analysis code, RELAP5, was developed at the ldaho
National Engineering Laboratory (INEL) for the U. S. Nuclear Regulatory Commission (NRC). Code
applications include analysis to support rulemaking, licensing audit calculations, evaluation of accident
mitigation strategies, evaluation of operator guidelines, and experiment planning and analysis. RELAP5
has also been used as the basis for a nuclear plant analyzer. Specific applications of this capability have
included simulations of transients in LWR systems that lead to severe accidents, such as loss of coolant,
anticipated transients without scram (ATWS), and operational transients such as loss of feedwater, loss-of-
offsite power, station blackout, and turbine trip. RELAPS is a highly generic code that, in addition to
calculating the behavior of a reactor coolant system during a transient, can be used for the simulation of a
wide variety of hydraulic and thermal transients in both nuclear and nonnuclear systems involving steam-
water noncondensable and solute fluid mixtures.

1.1.1 Development of RELAP5/MOD3

The MOD3 version of RELAP5 has been developed jointly by the NRC and a consortium consisting
of several of the countries and domestic organizations that are members of the Code Applications and
Maintenance Program (CAMP). The mission of the RELAP5/MOD3 development program was to
develop a code version suitable for the analysis of all transients and postulated accidents in PWR systems,
including both large- and small-break loss-of-coolant accidents (LOCAs) as well as the full range of
operational transients.

RELAP5/MOD3 was produced by improving and extending the modeling base that was established

with the release of RELAP5/MOBZ-1+1:1-21.1-3 iy 1985, Code deficiencies identified by members of
CAMP through assessment calculations were noted, prioritized, and subsequently addressed.
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Consequently, several new models, improvements to existing models, and user conveniences have been
added to RELAP5/MOD3. The new models include

. The Bankoff counter-current flow limiting correlation, that can be activated by the user at
applicable junctions in the system model

. The ECCMIX component for modeling of the mixing of subcooled emergency core
cooling system (ECCS) liquid and the resulting interfacial condensation

. A zirconium-water reaction model to model the exothermic energy production on the
surface of zirconium cladding material at high temperature

. A surface-to-surface radiation heat transfer model with multiple radiation enclosures
defined through user input

. A level tracking model
. A thermal stratification model.
Improvements to existing models include

. New correlations for interfacial friction for all types of geometry in the bubbly-slug flow
regime in vertical flow passages

. Use of junction-based interphase drag

. An improved model for vapor pullthrough and liquid entrainment in horizontal pipes to
obtain correct computation of the fluid state convected through the break

. A new critical heat flux correlation for rod bundles based on tabular data

. An improved horizontal stratification inception criterion for predicting the flow regime
transition between horizontally stratified and dispersed flow

. A modified reflood heat transfer model

. Improved vertical stratification inception logic to avoid excessive activation of the water
packing model

. An improved boron transport model
. A mechanistic separator/dryer model
. An improved crossflow model

. An improved form loss model
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. The addition of a simple plastic strain model with clad burst criterion to the fuel
mechanical model

. The addition of a radiation heat transfer term to the gap conductance model

. Maodifications to the noncondensable gas model to eliminate erratic code behavior and
failure

. Improvements to the downcomer penetration, ECCS bypass, and upper plenum

deentrainment capabilities
Additional user conveniences include
. Code speedup through vectorization for the CRAY X-MP computer

. Computer portability through the conversion of the FORTRAN coding to adhere to the
FORTRAN 77 standard

. Code execution and validation on a variety of systems. The code should be easily installed
(i.e., the installation script is supplied with the transmittal) on the CRAY X-MP
(UNICOS), DECstation 5000 (ULTRIX), DEC ALPHA Workstation (OSF/1), IBM
Workstation 6000 (UNIX), SUN Workstation (UNIX), and HP Workstation (UNIX). The
code has been installed (although the installation script is not supplied with the
transmittal) on the CDC Cyber (NOS/VE), IBM 3090 (MVS), and IBM-PC (DOS). The
code should be able to be installed on all 64-bit machines (integer and floating point) and
any 32-bit machine that provides for 64-bit floating point.

1.1.2 Relationship to Previous Code Versions

The series of RELAP codes began with RELAPSE (REactor Leak And Power Safety Excursion),
which was released in 1966. Subsequent versions of this code are REFARELAP3L1® and

RELAP4116in which the original name was shortened to Reactor Excursion and Leak Analysis Program
(RELAP). All of these codes were based on a homogeneous equilibrium model (HEM) of the two-phase

flow process. The last code version of this series is RELAP4/MBID7which was released to the
National Energy Software Center (NESC) in 1980.

In 1976, the development of a nonhomogeneous, nonequilibrium model was undertaken for
RELAPA4. It soon became apparent that a total rewrite of the code was required to efficiently accomplish

this goal. The result of this effort was the beginning of the RELAP5 profétas the name implies, this

is the fifth in the series of computer codes designed to simulate the transient behavior of LWR systems
under a wide variety of postulated accident conditions. RELAPS5 follows the naming tradition of previous
RELAP codes, i.e., the odd numbered series are complete rewrites of the program while the even
numbered versions are extensive model changes, but use the architecture of the previous code. Each
version of the code reflects the increased knowledge and new simulation requirements from both large-
and small-scale experiments, theoretical research in two-phase flow, numerical solution methods,
computer programming advances, and the increased size and speed of computers.
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The principal feature of the RELAPS5 series is the use of a two-fluid, nonequilibrium,
nonhomogeneous, hydrodynamic model for transient simulation of the two-phase system behavior.
RELAP5/MOD2 was the first version to employ a full nonequilibrium, six-equation, two-fluid model. The
use of the two-fluid model eliminates the need for the RELAP4 submodels, such as the bubble rise and
enthalpy transport models, which were necessary to overcome the limitations of the single-fluid model.

1.1.3 Code Organization

RELAP5 is coded in a modular fashion using top-down structuring. The various models and
procedures are isolated in separate subroutines. The top level structure is shoguranl.1-1 and
consists of input (INPUT), transient/steady-state (TRNCTL),and stripping (STRIP) blocks.

RELAPS

INPUT TRNCTL STRIP

Figure 1.1-1RELAP5/MOD3 top level structure.

The input (INPUT) block processes input, checks input data, and prepares required data blocks for
all program options.

Input processing has three phases. The first phase reads all input data, checks for punctuation and
typing errors (such as multiple decimal points and letters in numerical fields), and stores the data keyed by
card number such that the data are easily retrieved. A list of the input data is provided, and punctuation
errors are noted.

During the second phase, restart data from a previous simulation is read if the problem is a
RESTART type, and all the input data are processed. Some processed input is stored in fixed common
blocks, but the majority of the data are stored in dynamic data blocks that are created only if needed by a
problem and sized to the particular problem. Input is extensively checked, but at this level, checking is
limited to new data from the cards being processed. Relationships with other data cannot be checked
because the latter may not yet be processed.

The third phase of processing begins after all input data have been processed. Since all data have
been placed in common or dynamic data blocks during the second phase, complete checking of
interrelationships can proceed. Examples of cross-checking are the existence of hydrodynamic volumes
referenced in junctions and heat structure boundary conditions; entry or existence of material property data
specified in heat structures; and validity of variables selected for minor edits, plotting, or used in trips and
control systems. As the cross-checking proceeds, the data blocks are cross-linked so that it need not be
repeated at every time step. The initialization required to prepare the model for the the start of the transient
advancement is done at this level.
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The transient/steady-state block (TRNCTL) handles both the transient option and the steady-state
option. The steady-state option determines the steady-state conditions if a properly posed steady-state
problem is presented. Steady state is obtained by running an accelerated transient (i.e., null transient) until
the time derivatives approach zero. Thus, the steady-state option is very similar to the transient option but
contains convergence testing algorithms to determine satisfactory steady state, divergence from steady
state, or cyclic operation. If the transient technique alone were used, approach to steady state from an
initial condition would be identical to a plant transient from that initial condition. Pressures, densities, and
flow distributions would adjust quickly, but thermal effects would occur more slowly. To reduce the
transient time required to reach steady state, the steady-state option artificially accelerates heat conduction
by reducing the heat capacity of the conductbigure 1.1-2 shows the second-level structures for the
transient/steady-state blocks or subroutines.

TRNCTL
TRNSET TRAN TRNFIN
DTSTEP TRIP TSTATE HTADV
HYDRO RKIN CONVAR

Figure 1.1-2RELAP5/MOD3 transient/steady-state structure.

The subroutine TRNCTL consists only of the logic to call the next lower level routines. Subroutine
TRNSET brings dynamic blocks required for transient execution from disk into memory, performs final
cross-linking of information between data blocks, sets up arrays to control the sparse matrix solution,
establishes scratch work space, and returns unneeded memory. Subroutine TRAN controls the transient
advancement of the solution. Nearly all the execution time is spent in this block, and this block is the most
demanding of memory. The subroutine TRNFIN releases space for the dynamic data blocks that are no
longer needed.

Figure 1.1-2also shows the structure of the TRAN block. DTSTEP determines the time-step size
and whether the transient advancement should be terminated. TSTATE applies hydrodynamic boundary
conditions by computing thermodynamic conditions for time-dependent volumes and velocities for time-
dependent junctions. The remaining blocks perform or control the calculations for major models within
RELAPS: trip logic (TRIP), heat structure advancement (HTADV), hydrodynamic advancement
(HYDRO), reactor kinetics advancement (RKIN), and control system advancement (CONVAR). The
blocks are executed in the order shown in the figure from left to right, top to bottom. Although implicit
technigues are used within some of the blocks (HTADV and HYDRO), data exchange between blocks is
explicit, and the order of block execution dictates the time levels of feedback data between models. Thus,
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HTADV advances heat conduction/convection solutions using only old-time reactor kinetics power and
old-time hydrodynamic conditions. HYDRO, since it follows HTADV, can use both new- and old-time
heat transfer rates to compute heat transferred into a hydrodynamic volume.

The strip block (STRIP) extracts simulation data from a restart plot file for convenient passing of
RELAPS5 simulation results to other computer programs.

1.1.4 References

1.1-1. V. H. Ransom et aRELAP5/MOD2 Code Manual, Volumes 1 antN\PlREG/CR-4312, EGG-
2396, August 1985 and December 1985.

1.1-2. V. H. Ransom et alRELAP5/MOD2 Code Manual, Volume 3: Developmental Assessment
Problems EGG-TFM-7952, December 1987.

1.1-3. R. A. Dimenna et aRELAP5/MOD2 Models and CorrelatiomrSlUREG/CR-5194, EGG-2531,
August 1988.

1.1-4. K. V. Moore and W. H. Retti®@ELAP2 - A Digital Program for Reactor Blowdown and Power
Excursion AnalysidD0O-17263, March 1968.

1.1-5. W. H. Rettig et alRELAP3 - A Computer Program for Reactor Blowdown AnalyiNig,445,
February 1971.

1.1-6. K.V. Moore and W. H. RettiRELAP4 - A Computer Program for Transient Thermal-Hydraulic
Analysis, ANCR-1127, March 1975.

1.1-7. S.R. Behling et aRELAP4/MOD?7 - A Best Estimate Computer Program to Calculate Thermal
and Hydraulic Phenomena in a Nuclear Reactor or Related SyBteREG/CR-1988, EGG-
2089, August 1981.

1.1-8. V. H. Ransom et aRELAP5/MOD1 Code Manual, Volumes 1 antN\PIREG/CR-1826, EGG-
2070, March 1982.

1.2 Document Scope

This document is a revised and expanded version of the RELAP5/MOD2 models and correlations

report.l'z‘lThis document is not all inclusive in that not every model and correlation is discussed. Rather,
the information in volumes I, I, and IV have been integrated and where a discussion of the correlations
and implementation assumptions were necessary for an understanding of the model, it has been included in
the other volumes and not repeated in this volume.

1.2.1 Reference

1.2-1. R. A. Dimenna et aRELAP5/MOD2 Models and CorrelatiomM$|JREG/CR-5194, EGG-2531,
August 1988.
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1.3 Document Structure

This document is structured around the field equations used in RELAP5/MOD3. The field equations
were chosen as the underlying thread because they provide the structure of the code itself; and using a
common structure for the code and the description facilitates the use of this document in understanding the
code. Section 2 lists the finite difference form of the basic field equations used in the two-fluid calculation.
The finite difference field equations are derived in Volume | of the manual, and this derivation is not
repeated in Section 2. References to other volumes are used where possible.

With the field equations identified, the next most pervasive aspect of the code calculation is probably
the determination of the flow regime. Therefore, the flow regime map, or calculation, is discussed in
Section 3. Sections 4, 5, and 6 then provide, in order, a discussion of the models and correlations used to
provide closure for the energy, mass, and momentum balance equations. The closure models for the mass
balance equations are closely related to those for the energy equations, so they were included before
moving to the discussion of the models related to the momentum equations.

Section 7 describes the flow process models, such as the abrupt area change and the critical flow
models. Section 8 describes selected component models, specifically, the pump and separator/dryer
models. Section 9 describes the heat structure process models, including the solution of the heat
conduction equations and the energy source term model as represented by the reactor kinetics equations.
Section 10 comments on the closure relations required by extra mass conservation fields, and Section 11
describes the steady-state model.
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2 FIELD EQUATIONS

The RELAP5/MOD3 code solves six basic field equations for six dependent variables--pressure (P),
specific internal energies gland ), void fraction i), and velocities (y and y). The independent

variables are time, t, and distance, x. If a noncondensable gas is present, another equation and dependent
variable, X,, the ratio of noncondensable gas mass to total gas mass, is included. If noncondensables are

present, the noncondensable mass fraction equation and variable in the noncondensable gag firase (X

the i-th noncondensable species (the ratio of i-th noncondensable gas mass to the total noncondensable gas
mass) is included. If boron is present, another equation and difference vauialitee boron density, is

included. An additional eight secondary dependent variables--phasic depgjtesify), interphase heat

transfer rates per unit volume gGand @), phasic temperature {Tand F), saturation temperature T
and vapor generation per unit volunig)-are found through the use of closure or constitutive relations.

The field equations are presented to show where the constitutive models and correlations apply to the
overall RELAP5/MOD3 solution.

2.1 Differential Equations

The development of such equations for the two-phase process has been recorded in several
referenceg:1-12:1-22.1-3 The one-dimensional, two-fluid phasic mass equations, phasic momentum
equations, and phasic energy equations [Equations (8.12), (8.13), and (8Réfeiance 2.1-1 by
Ransom are referenced in Volume | of this manual, and the method used to obtain the differential
equations used in RELAPS5 is presented in Volume I. Volume | should be consulted for the differential
eguations, as they are not repeated in this volume.

2.1.1 References

2.1-1. V. H. RansomCourse A--Numerical Modeling of Two-Phase Flows for Presentation at Ecole
d’Ete d’Analyse Numeriqu&GG-EAST-8546, May 1989.

2.1-2. M. Ishii,Thermo-Fluid Dynamic Theory of Two-Phase FI@allection la Direction des Estudes
d’'Recherches of Electricute de France, 1975.

2.1-3. F. H. Harlow and A. A. Amsden, “Flow of Interpenetrating Material Phadesinal of
Computational Physics, 18975, pp. 440-464.

2.2 Difference Equations

The difference equations are obtained by integrating the differential equations with respect to the
spatial variable, dividing out common area terms, and integrating over time. The mass and energy
equations are spatially integrated across the cells from junction to junction, while the momentum equations
are integrated across the junctions from cell center to cell center. These were derived in Volume | of this
manual, and the final finite difference equations are repeated here.

The finite-difference equations for the mass, energy, and momentum are listed below. Some of the
terms are intermediate time variables, which are written with a tilde (~).
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The sum continuity equation is

+1 ~ 1
\Y [ag L(pg L PS,L) +02L(pr pr) + (pg L pr) (G; L —GQ,L)]
0. . . +1
+|:pgj+1pgj+lvgj+lAj+l g]pg] ;J A[At (2.2-1)
+1 +1
+|:pf]+lpfj+l ?]+1AJ+1 afjpfj :J A[At—o
The difference continuity equation is
n+1 n n ~ n+1 n
v [0(9 L(pg L pg L)_GfL(pr pf D (pg L+pr) (0‘9 L —0g )]
n+1 n+1
+D0(g,+1pgj+1 aj+1Aje1— nggl 9. JDM
- n+1 _
- mfj+lpf]+lvfj+1A GflprVfJ A Eﬂt (22 2)
L snt+1 ~n+1d o Oxsn+1 ~n+1[]
[lhD hDgV At|:; H|g LDT _TgL|:|+ Hif’L%—L _Tf|_ Di|+2V Atl'wL .

The noncondensable continuity equation is

n+1 n+1 n+1
\% I:pg L7 n, L(('x g L) +ag an L(pg L pg L) +ag Lpg LEB< Xn L (2 2_3)
.n +1 : +1 '
+ng+lpgl+1X”J+1V;J+lA1+l glpg JX”J gJ ADM =0.
The vapor thermal energy equation is
n+1 n+1 ~n+ 1 n
\ I:(ng gL+PL) (G gL)+agLUgL(ng ng)"'angng:IUgL -Ug 1
- n D +1 O +1
+ I:O(g1+1|:p91+1U9l+1+PnDVSJ+1AJ'+1 gJnglU91+PED/;J A]At
0o h Pn + ~n+ 0 h m + ~n+
= 00Oty F T -0 O H g T (2.2-4)
DDh—thLP Ch,—h, [
Op' —p! O +1 +1D 1+¢ l €
N gl + [E SRR+ 5 o+ Qg +DISS) ) Vit
L

The liquid thermal energy equation is
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+1 +1 ~n+l
Vv [- (pr UrL +P) (O(n - gL) +ag, Ui (P, pr) +0(f|_pf|_DUfL U?,LH]
nl] n+1 nD n+1

+I:dfj+l|]pf]+1ufl+1+PLD/fJ+1 j+1 afJEprUfJ+PLD/f] A]At
(0 h* + ~n+ 0 h* a + ~n+
- M D H|g|_DTsn l—TS L1D fI_E_l_s,n l—TPLlE (2.2-5)
DDh h O, P Dhg—hfq_
DP P 0 +1 ~n+10 1+¢€ 1—¢
"'E_F‘)_“L%HgfLETQ,L _T?L D‘[E > E"“ } Uv,L"'QCvf,L"'DlSS],L}VLAt -
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The sum momentum equation is

n+1

g) AX; + (O(fpf) (v

n+1

(g0 (V) ~v}) % + 3 (@) P L (V) — (v)) K]

#3600 (V)L = (V) k] at=3 (6, VISG] + (a,p)) [ VISF] ot (2.2:6)
= — (PL=P) " At+ [ (py) | B, — (agpy) [FWG] (vg) "= (apy) [FWF (vp) "

— (T (vg—Vy) ””]AxAt [ (64Py); "HLOSSGVvy ;" + (Gepy), "HLOSSF ;| ] At .

The difference momentum equation is

n+1

[1+CpZ/ (PP 1, [ (Vo™ =v) — (v}

# 51(@500) 7 (@) 1L ()= (Vi) K] At-3 1 (640 / (ayp) 1] VISCIAL

-vi)] AV

~Z0(ad) / (e LD L= () kI Bt+ S (@) / (oup) 1 VIS AL
= =[(Pr=Py)/ (PgP) 1] (PL=P) "Dt
~{ FWG (v FWE (v (2.2-7)

n 1 n+ n n+
~0 B * g0 L] (9 = ()] (]

n n+l n.n n+l n_n n+1l

_[r (pm afpfvg _agpgvf )/(agpgafpf) n]'
+ (P FIL+,(C =117 (v [ = [1+1,(Co-D)1 7 (v)"*'g } Axat

~{ [ (a4hg) 7 (agpg) 1] HLOSSG (vy) " ™= [ (a;py) / (ayp) ] HLOSSK (vy) ' } at
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3 FLOW-REGIME MAPS

The constitutive relations include models for defining flow-regimes and flow-regime-related models
for interphase drag and shear, the coefficient of virtual mass, wall friction, wall heat transfer, and
interphase heat and mass transfer. Heat transfer regimes are defined and used for wall heat transfer. For the
virtual mass, a formula based on the void fraction is used.

In RELAP5/MOD?2, all constitutive relations were evaluated using volume-centered conditions;
junction parameters, such as interfacial friction coefficients, were obtained as volume-weighted averages
of the volume-centered values in the volumes on either side of a junction. The procedure for obtaining
junction parameters as averages of volume parameters was adequate when the volumes on either side of a
junction were in the same flow-regime and the volume parameters were obtained using the same flow-
regime map (i.e., both volumes were horizontal volumes or both volumes were vertical volumes).
Problems were encountered when connecting horizontal volumes to vertical volumes.

These problems have been eliminated in RELAP5/MOD3 by computing the junction interfacial
friction coefficient using junction properties so that the interfacial friction coefficient would be consistent
with the state of the fluid being transported through the junction. The approach has been used successfully
in the TRAC-B codé:2-13-0-2 A5 3 result, it was necessary to define both volume and junction flow-
regime maps. The flow-regime maps for the volumes and junctions are somewhat different as a result of
the finite-difference scheme and staggered mesh used in the numerical scheme.

Four flow-regime maps in both volumes and junctions for two-phase flow are used in the RELAP5S/
MOD3 code: (a) a horizontal map, (b) a vertical map, (c) a high mixing map for flow through pumps, and
(d) an ECC mixer map. The volume flow-regime calculations for interfacial heat and mass transfer and
wall drag are found in subroutine PHANTYV. The junction flow-regime calculation for interphase drag/
shear and coefficient of virtual mass are found in subroutine PHANTJ. Wall heat transfer depends on the
volume flow-regime maps in a less direct way. Generally, void fraction and mass flux are used to
incorporate the effects of the flow-regime. Because the wall heat transfer is calculated before the
hydrodynamics, the flow information is taken from the previous time step.

3.0.1 References

3.0-1. W. Weaver et alTRAC-BF1 Manual: Extensions to TRAC-BD1/MODILJREG/CR-4391,
EGG-2417, August 1986.

3.0-2.  S. Rouhani et alTRAC-BF1 Models and CorrelationdUREG/CR-4391, EGG-2680, August
1992.

3.1 Horizontal Volume Flow-Regime Map
3.1.1 Map as Coded

The horizontal flow-regime map is for volumes whose elevation apggesuch that & |¢| < 45
degrees.

A schematic of the horizontal volume flow-regime map as coded in RELAP5/MOD3 is illustrated in
Figure 3.1-1 The map consists of bubbly, slug, annular mist, dispersed (droplets or mist), and horizontally
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stratified regimes. Transition regions used in the code are indicated. Such transitions are included in the
map primarily to preclude discontinuities when going from one correlation to another in drag and heat and
mass transfer. Details of the interpolating functions employed between correlations are given in those
sections that describe the various correlatidfigure 3.1-2 illustrates the geometry for horizontal
stratification.

Ops Ope Osa aam

Bubbly | Slug | sLg/ | AN wist

(BBY) | (SLG) [ ANM || (anwpy | (MPR)

Verit
Increasing BBY-| [ SLG- || RLC/ I ANM- || MPR-
relative HST HST HST HST HST
velocity 12Vt
Vg- Vs | Horizontally stratified (HST)

——» Increasing void fraction

Figure 3.1-1Schematic of horizontal flow-regime map with hatchings, indicating transition regions.

Fe
@

Figure 3.1-2Schematic of horizontally stratified flow in a pipe.

o

Values for the parameters governing the flow-regime transitions are sh&iguia 3.1-3and listed
below. G, is the average mixture mass flux given by

G, = agpg|vgl +opr|vil (3.1-1)

ogs = 0.25 G < 2000 kg/n-s

= 0.25 + 0.00025(G2000) 2000 < G< 3000 kg/m-s
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0.5+

0.0 | | Gp(kg/nPs)
2000 3000

Ops

Figure 3.1-3Horizontal bubbly-to-slug void fraction transition in RELAP5/MOD3.

=05 G > 3000 kg/m-s

opeg =0.75
ogp=0.8
Oapm = 0.9999
and

_ 1|:(pf_pg) gagA
Verit = E T A Deind

1/2
T } (1 cosd) (3.1-2)

where D is the pipe diameter or equivalent diameter (hydraulic diameter) and A is the cross-sectional area
of the pipe, A =nD%4. Theta is the angle between the vertical and the stratified liquid level, as shown in
Figure 3.1-2

3.1.2 Map Basis and Assessment

The geometrical configuration of a two-phase flow-regime is characterized by a combination of void
fraction and interfacial area concentration and arrange‘?‘ﬁé%traditionally, however, flow-regime maps
have been constructed using superficial velocitied31-3 which, strictly speaking, do not uniquely

define the flow-regime. Ishii and Mishirid! contend that while superficial velocities may provide for
suitable flow-regime mapping for steady, developed flow, the same is not true for transient or developing
conditions such as arise frequently for nuclear reactor thermal-hydraulics. They recommend a direct
geometric parameter, such as void fraction, for flow-regime determination for unsteady and entrance flows
where a two-fluid model (such as is used in RELAP5/MOD3) is more appropriate than a more traditional
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mixture model. RELAP5/MOD3 uses the void fraction, to characterize the two-phase flow-regimes.

Taitel and Duklet1* have devised a horizontal map from analytical considerations, albeit sometimes
involving uncorroborated assumptions, that uses at least the void fraction for all regime transitions.
Furthermore, in a later paper, they use the same flow-transition criteria to characterize transient two-phase
horizontal flow31® Therefore, while void fraction does not uniquely determine the flow-regime
geometry, it appears to be a reasonable parameter for mapping the flow-regimes expected in RELAP5/
MOD3 applications and is consistent with the current state of the technology.

3.1.2.1 Transition from Bubbly Flow to Slug Flow.  For high velocity flows (ly- v| > Vo), the
RELAP5/MOD3 horizontal flow map is an adaptation of the vertical map used in the code, which in turn is

based on the work of Taitel, Bornea, and Dukle? (TBD). The bubbly-to-slug transition void fraction

used in the code varies from 0.25 to 0.5 depending on the mass flsgisee3.1-3. The lower limit of

0.25 is based on a postulate of TBD that coalescence increases sharply when bubble spacing decreases to
about half the bubble radius corresponding to about 25% void. TBD then cite three references as

supporting this approximate level. The first citation, Griffith and Waiti€,however, actually cites an
unpublished source (Reference &ieference 3.1-), indicating that fooy < 0.18 no tendency for slugs to

develop was apparent. Griffith and Wallis were measuring the Taylor bubble rise velocity (air slugs) in a
vertical pipe and admitted uncertainty about where the bubbly-slug transition should be. (Only two of their
own data points fell into the region labeled bubbly flow on their flow-regime map.) TBD also cite Griffith

and Snyde?:1"® suggesting that the bubbly-to-slug transition takes place between 0.25 and 0.30. Actually,
Griffith and Snyder were studying slug flow using a novel technique. They formed a plastic “bubble” to
simulate a Taylor bubble under which they injected air. Their setup allowed the bubble to remain stationary
while the flow moved past it. While void fractions as low as 0.08 and no higher than 0.35 were obtained for
“slug flow,” it seems inappropriate to use such information to set the bubbly-to-slug transition. The third
reference cited by TBD uses a semi-theoretical analysis involving bubble-collision frequency, which

appears to indicate a transition in the raoge= 0.2 to 0.3 A discussion by Hewitt;**®however,
points out some uncertainties and qualifications to the appro&dference 3.1-9Thus, the designation

of oy = 0.25 as the lower limit for a transition void fraction from bubbly to slug flow is somewnhat arbitrary,
although it does fall within the range suggested by the cited references.

TBD further argue that the void fraction for bubbly flow could be at most 0.52 where adjacent
bubbles in a cubic lattice would just touch. They then postulate that 0.52 represents the maximum
attainable void fraction for bubbly flow, assuming the presence of vigorous turbulent diffusion. RELAP5/
MOD3 uses a void fraction of 0.5 as an approximate representation of this condition for high mass flux.

The interpolation in RELAPS betweery = 0.25 and 0.5 for the bubbly-to-slug transition is an
attempt to account for an increase in maximum bubbly void fraction due to turbulence. The decision to
base the transition on an average mixture mass flux increasing from 2,000 to 3,008 (Géation 3.1.1)
is from work by Choe, Weinberg, and Weismari!who show that at 2700 kgfrs, there is a transition
between bubbly and slug flow. If, however, one plots the average mass fluxes on Figure 2 from TBD, the
RELAPS5 transition for this special case (air-water &(29.1 MPa in a vertical 5.0 cm diameter tube)
appears reasonable. Figure 2 from TBD is showirigere 3.1-4 Nevertheless, while the transition
criterion based on G looks reasonable for the conditioR#gofe 3.1-4 it is inappropriate to assume that
it works well for all flow conditions found in reactor applications. A potentially better criterion for the
variation of the bubbly-to-slug transitiory would be based on dimensionless parametefSglre 3.1-4
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the notation from TBD is used, i.e., §Jis liquid superficial velocity §) and Wg is gas superficial
velocity (jg).

10 Finely dispersed bubble '
5 _
[}
L
S
) Annular
—
D -
Slug/churn
0.011- _
0.0 l | | |
0.0 01 1.0 10 100
Uggm/sec)

Figure 3.1-4Flow-pattern map for air/water atZ5, 0.1 MPa, in a vertical 5.0-cm-diameter tube showing
G, = 2,000, 3,000 kg/fas.

3.1.2.2 Transition from Slug Flow to Annular-Mist Flow. The coded transition from slug to
annular mist flow takes place between void fractions of 0.75 and 0.80. This is based on a model by
Barnea>1"2which implies that annular flow can occur gy > 0.76. Barnea indicates that for cocurrent

upflow, the transition criteria give reasonable agreement with atmospheric air-water data for a 2.5 and 5.1
cm diameter tube, and Freon-113 data for a 2.5 cm diameter tube.

3.1.2.3 Transition from Annular-Mist Flow to Dispersed Flow. The void fraction upon
which this transition is coded to take place simply corresponds to a very high vapor foagtidm9999.

This vapor fraction was chosen to allow a smooth transition to single-phase vapor flow.

3.1.2.4 Transition to Horizontal Stratification. The transition criterion from horizontally-
stratified to non-stratified flow, Equation (3.1-2), is derived directly from Equations (23-24) of Taitel and
Dukler®1*4(TD), which are a statement of the Kelvin-Helmholtz instability. J+|v| is greater thancy,

the flow is not stratified; if it is less, then a region of transition takes ptapa¢ 3.1-1) before the flow is
considered to be completely stratified. The criterion holds that infinitesimal waves on the liquid surface
will grow in amplitude if |y - ¢l > V¢, transitioning from stratified flow as the waves bridge the gap to

the top of the pipe. TD usedy|wather than ly- v|, but the code was modified to usg-w| based on
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TPTF experiment comparisons by Kukita et-4113(see Section 3.1.3). In addition, to disallow high flow
cases, G must be less than 3000 I@gm

It is clear that the horizontal stratification criterion of TD requires some comparison with experiment
to assess its validity. TD compare their transition criteria with the published map of Mandhahé& et al.
The comparison is quite favorable for the conditions of air-water’& aBd 1 atm in a 2.5-cm-diameter

pipe. Choe et a1 show that the TD criterion works fairly well between intermittent and separated flow
for liquids of low or moderate viscosity.

In summary, there is evidence that the TD horizontal stratification criterion works for low- and
moderate-viscosity liquids, including water, at least in small-diameter pipes (up to 5 cm).

3.1.3 Effects of Scale

Experimental evidence reported by Kukita et-&f:3obtained at the JAERI, TPTF separate-effects
facility for horizontal flow of steam and water in an 18-cm-diameter pipe at high pressure (3-9 MPa)
indicates that horizontally-stratified flow exists for conditions for which RELAP5/MOD2 predicted
unseparated flows. This failure of the stratification criterion [Equation (3.1-2)] was attributed by
Reference 3.1-13argely to the fact that the code used the absolute vapor velocity rather than relative
velocity (v - V) to test for a stratification condition. Upon substituting relative velocity for vapor velocity,
which is what is used in RELAP5/MOD3, it is shown that predictions for void fraction are significantly

improved3-1-13
3.1.4 References

3.1-1. M. Ishii and K. MishimaStudy of Two-Fluid Model and Interfacial Ardd|JREG/CR-1873,
ANL-80-111, December 1980.
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3.1-4. Y. Taitel and A. E. Dukler, “A Model for Predicting Flow-Regime Transitions in Horizontal and
Near Horizontal Gas-Liquid FlowAIChE Journal, 221, 1976, pp. 47-55.
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MIT Report 5003.1-29, TID-20947, July 1964.

3.1-9. N. A. Radovcich and R. MoissiBhe Transition from Two-Phase Bubble Flow to Slug Flow,
MIT Report 7-7673.1-22, June 1962.

3.1-10. G. F. Hewitt, “Two-Phase Flow Patterns and Their Relationship to Two-Phase Heat Transfer,”
Two-Phase Flows and Heat Transfer, 8, Kakac and F. Mayinger (eds.), Washington:
Hemisphere Publishing Corp., 1977, pp. 11-35.

3.1-11. W. G. Choe, L. Weinberg and J. Weisman, “Observation and Correlation of Flow Pattern
Transition in Horizontal, Co-Current Gas-Liquid FlowiWwo-Phase Transport and Reactor
SafetyN. Veziroglu and S. Kakac (eds.),Washington: Hemisphere Publishing Corp., 1978.

3.1-12. D. Barnea, “Transition from Annular Flow and from Dispersed Bubble Flow - Unified Models
for the Whole Range of Pipe Inclinationit. J. Multiphase Flow, 121986, pp. 733-744.
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MOD2 Code’s Interphase Drag Models24th ASME/AIChE National Heat Transfer
Conference, Pittsburgh, PA, August 9-12, 1987.

3.2 Vertical Volume Flow-Regime Map

3.2.1 Map as Coded

The vertical volume flow-regime map is for upflow, downflow, and countercurrent flow in volumes
whose elevation anglgis such that 45 €| < 90 degrees.

A schematic of the vertical flow-regime map as coded in RELAP5/MOD3 is shokiglire 3.2-1
The schematic is three-dimensional to illustrate flow-regime transitions as functions of void fegction

average mixture velocity,y and boiling regime [pre-critical heat flux (CHF), transition, and post dryout],
where G, is given by Equation (3.1-1), and

Vi = Gm/pm (32-1)
Pm = OgPg + OPf (3.2-2)

The map consists of bubbly, slug, annular mist, and dispersed (droplet or mist) flows in the pre-CHF
regime; inverted annular, inverted slug and dispersed (droplet or mist) flows in post dryout; and vertically
stratified for sufficiently low-mixture velocity . Transition regions provided in the code are shown.

Details of the interpolating functions employed for the transition regions are given in the sections dealing
with the actual heat/mass transfer and drag correlations. Values for the parameters governing the flow-
regime transitions are listed below and showhigure 3.2-2
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Figure 3.2-1Schematic of vertical flow-regime map with hatchings indicating transitions.

Ops = Ogs for G < 2000 kg/n-s
(0.5—- ar )

Ups = Ops* TOBS (G - 2000)

0gs=0.5 for{>> 3000 kg/ns-s

Oge = max {0.25 min [1, (0.045H%), 103

where B = D [g (o - pg)/o]*?

Ocp =0Opst 0.2

min

Oga = Max {0y, min [
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Figure 3.2-2Vertical flow-regime transition parameters in RELAP5/MOD3.

D — 1/2
L= Vl[g—(%f pg)} for upflow
g g
aim = 0.75 for downflow and countercurrent flow
e _ 3.2[90(pf—pg)}“4
it = 5|7 =2
g Py
av = 05
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(3.2-10)

(3.2-11)

(3.2-12)

(3.2-13)
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age = 0.9 (3.2-14)

Opg = Max figs, dgp - 0.05) (3.2-15)

oy = 0.9999 (3.2-16)

V1 = 0.35 [gD fx - pg)lpr] M2 . (3.2-17)
The termsa’.., and,, will be discussed in Section 3.2.2.2.

Two further conditions must be satisfied for the flow to be considered vertically stratified. In the case
of control volumes having only one inlet and one outlet, the void fraction of the volume above must be
greater than 0.7. In addition, the void fraction difference between the volume above and the control
volume or between the control volume and the volume below, must be greater than 0.2. If there are
multiple junctions above and below the volume in question, the upper volume having the srgalest
compared to the lower volume having the larggstOnly connecting volumes that are vertically oriented
are considered. The termyis the Taylor bubble rise velocity and will be discussed in Section 3.2.2.1 and

Section 3.2.2.5.
3.2.2 Map Basis and Assessment

The vertical flow-regime map is mapped according to void fraction for non-stratified, wetted-wall

regimes. This conforms to the recommendation of Ishii and Misfitiieas discussed for the horizontal

map in Section 3.1.2. The dry-wall flow-regimes (particularly inverted annular and inverted slug) are
included?1to account for post-dryout heat transfer regimes where a wetted wall is physically unrealistic.
Heat and mass transfer and drag relations for the transition boiling region between pre-CHF and dryout are
found by interpolating the correlations on either siBigyre 3.2-1). This means that for certain void
fractions in the transition boiling region, two and sometimes three adjacent correlations are combined to
obtain the necessary relations for heat/mass transfer and drag. The exact nature of these transition relations
are found in the appropriate sections describing the correlations in question. The further configuration of
vertical stratification includes a transition region, Section 3.2.1, wherein up to four correlations are
combined to obtain the required constitutive relations.

3.2.2.1 Bubbly-to-Slug Transition. — The transition from bubbly flow to slug flow is based on

Taitel, Bornea, and Duklgrt® (TBD). The transition is the same as in the horizontal volume flow map,
Section 3.1.2.1, except for the additional provision of the effect of small tube diameter.

When the rise velocity of bubbles in the bubbly regime, given by TBD as

(3.2-18)

— 174
v = 16 20007]

Ps
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exceeds the Taylor bubble rise velocity, Equation (3.2-17), it is assumed that bubbly flow cannot exist,
since the bubbles will approach the trailing edges of Taylor bubbles and coalesce. As shown in Equation
(3.2-17), the rise velocity of Taylor bubbles is limited by the pipe diameter such that for sufficiently small
D, vrp < Vgp, thereby precluding bubbly flow. Equating,\and \, yields the critical pipe diameter,

Derit = 19.11 p/g (o - pg)]*/2 (3.2-19)

below which bubbly flow is theorized not to exist. In RELAPS5, the coefficient in Equation (3.2-19) has
been modified to 1/0.045 = 22.22, precluding bubbly flow for a pipe diameter up to 16% greater than given
by Equation (3.2-19). This criterion is observed down to a void fraction of OFI§aré 3.2-2). The
designation ofagg nin = 0.001 as the minimum void fraction at which slug flow may exist and the

modification to use 22.22 were incorporated to obtain better agreement witrfdata.

3.2.2.2 Slug-to-Annular Mist Transition.  The RELAP5/MOD3 vertical flow-regime map
combines slug and churn flow-regimes into a single regime called slug flow. Also, the annular-flow-regime
and the annular-mist regime are combined into a single regime called annular mist flow. (An exception to
this occurs for the annulus component in which strictly annular flow exists with no droplets.) The
transition from slug flow to annular-mist flow is derived from the churn to annular-flow transition of

TBD316and Mishima-Ishi-23

The analyses performed by Taitel ef&1® and Mishima and Ishii?#indicate that the annular flow
transition is principally governed by criteria of the form

® 9D (pi—py) /Pl

73 2 g ori (3.2-20)

a.v
Ku. = 4.9 > Ku

1/4 —
[90 (p;—Pg) /P2

(3.2-21)

g, crit

with the first criterion (flow reversal) controlling the transition in small tubes and the second criterion
(droplet entrainment) applying in large tubes. Unfortunately, the data comparisons reported by the authors

are not sufficient to make a judgment as to the most appropriate vaILLecsitof Foe Kowever,

McQuillan and Whalle$2-33-2"6 have compared these transition criteria against experimental flow-pattern
data covering pipe diameters from 1 to 10.5 cm and a wide range of fluid conditions. They considered the
above criteria using

Jg ot = 1 (3.2-22)

Kug crig = 3.2 (3.2-23)
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and obtained good predictions of the annular flow boundary in each case, with the first criterion producing

slightly more accurate predictions. On reexamining the flow-pattern data, however,3I3'thmy1d that
better agreement can be obtained if annular flow is deemed to occur when either criteria is satisfied. It was

also apparent that other valuesjéfCrit and, kiywould not lead to transition criteria having better

agreement with the data. The effect of applying both criteria together causes the transition to be controlled
by the first criterion in tubes with diameters less than

- (1O 02 A
D H 10-2 3-2-2
h lim = 4Dg (P —Py) 0 ( )

and by the second criteria in larger tubes. This is consistent with the theoretical analysis of Mishima and
Ishii and also results in a transition boundary which is continuous in diameter. For steam-water conditions
in the range 1 to 100 barsy, Ry, in Equation (3.2-24) varies from 2.6 to 1.4 cm.

The above criteria would therefore appear to be the most acceptable for predicting the annular flow
transition in tubes. Although the experimental flow pattern data used in their assessment only covered
tubes with diameters up to 10.5 cm, their theoretical basis makes it reasonable to apply them to pipes with
larger diameters. In addition, there seems to be no reason why they should not provide an adequate
approximation of the annular flow transition in rod bundles. However, there is no direct proof of this.

The two criterion can be expressed as

D - 1/2
O(fCrit = \%[Q(ZA} for upflow (3.2-25)
g g
aim =0.75 for downflow and countercurrent flow (3.2-26)
o(p. — 1/4
o, = 3—'2[%} . (3.2-27)
Vg P
The term Cffcrit for upflow is from Equations (3.2-20) and (3.2-22), and the OEgerrm is from

Equatiions (3.2-21) and (3.2-23). These criteria have a reasonable physical basis and, in the case of
cocurrent upflow, are well supported by a large body of experimental data. Insufficient data are available
to perform comparisons for down and countercurrent flows. As discussed earlier in this section, the

.. f
minimum ofa

cri

‘ anda: .. is used based on Putney’s analysis.

crit

In formulating the criteria, an attempt was made to maintain as much consistency as possible
between the various flow situations. The differencefjriy between upflow and down and countercurrent

flows is unavoidable because the film instability/flow reversal mechanism that can cause a breakdown of
annular flow in upflow is not appropriate when the liquid flows downwards. The absence of this
mechanism leads to more relaxed criteria, and this reflects the preponderance of annular flow in such
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situations. The two values af’

crit

are smoothed using the same weighting fungtidrased on the
mixture superficial velocity that is used for the junction flow-regime map (see Section 3.5).

A possible weakness in the above criteria is that, at low vapor velocities, transition to annular flow
may not occur until an unphysically high void fraction is attained, or not at all. Likewise, at high vapor
velocities, the transition could occur at an unphysically low void fraction. To guard against these
situations, the additional requirement is added that the annular flow transition can only occur in the void
fraction range

Oy < Oy S Ope (3.2-28)

min

wherea,,, is the minimum void fraction at which annular flow can exist,cqd is the maximum void

fraction at which bubbly-slug flow can exist. The final transition criterion used in the code is then

ag, = max{an minfal . of ., anq} . (3.2-29)

The code useay  =05a0ds* =0.9.

The size of the transition region between slug and annular mist reghmgs- (0.05) is based on
engineering judgment.

3.2.2.3 Transition from Annular Mist Flow to Dispersed Flow. The void fraction @ap)
upon which this transition is coded to take place corresponds to a very high vapor fogction9999.

This vapor fraction was chosen to allow a smooth transition to single-phase vapor fiagurin 3.2-1,
MPR stands for pre-CHF mist flow.

3.2.2.4 Post-Dryout Flow-Regimes (Inverted Annular, Inverted Slug, Dispersed
Droplet). When surface temperatures and wall-heat fluxes in confined boiling heat-transfer situations are
too high to allow surface wetting, inverted flow-regimes occur. Inverted regimes are characterized by some

form of liquid core surrounded by an annular vapor blafke.

A series of studies have begun an investigation into the nature and the controlling parameters of

inverted flow-regimes including that of De Jarlais and ?szﬁ?i(DI). They report that upon reaching CHF,
bubbly flow transitions to inverted annular, slug/plug flow becomes inverted slug, and annular/annular-
mist flow loses its annular liquid film and becomes dispersed droplet Hmure 3.2-3.

De Jarlais and Isti#l recommend that initially-inverted annularfinitially-inverted slug and
initially-inverted slug/initially-dispersed droplet transitions be based on the same criteria as their pre-CHF
counterparts (bubbly-slug and slug-annular, respectively). The correspondence between pre- and post-
CHF transitions is observed, as showrrigure 3.2-1 In Figure 3.2-1 MPO stands for post-CHF mist
flow.
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Figure 3.2-3Flow-regimes before and after the critical heat flux (CHF) transition.

A further transition region between pre-CHF and dryout where the surface is neither fully wet nor
fully dry (analogous to transitional pool boiling) is present in the vertical flow-regime map. While boiling
under flowing conditions is not the same as pool boiling, such a transitional regime seems appropriate.

3.2.2.5 Vertically-Stratified Flow. The vertically-stratified flow-regime is designed to apply to
situations where the flow in a vertical conduit is so slow that an identifiable gas/liquid interface is present.
The vertical stratification model is not intended to be a mixture-level model. The restriction that the
average mixture velocity,ybe less than the Taylor-bubble rise velocity represents the first requirement,
since any large bubbles would have risen to the gas/liquid interface maintaining the stratified situation.
This is given as follows:

Vm < V1b

or

0 gPg|Vgl + 0PV _ 0_35[ D (s —Pg) } Ve (3.2-30)
pm f

The second requirement consists of several criteria involving the axial void profile in three
contiguous cells. Usingigure 3.2-4 the criteria are

ag’L >0.7

and
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A 1

Figure 3.2-4Three vertical volumes with the middle volume being vertically stratified.

Og-Ogk>0.20ragy-0g,>0.2 . (3.2-31)

These two criteria are the default level-detection logic for a normal profile from TRAE4:0-2
A third criteria is

Gg’L - Gg’| >0.2 . (32-32)

In addition, the following two criteria, which were also present in RELAP5/MOD2, are used:

Og, <0tk <OgL (3.2-33)
and
10° <0g i < 0.99999 . (3.2-34)

The first criterion helps ensure that only one volume at a time in a stack of vertical volumes is
vertically stratified. If the top volume (L) is dead end, a value,qf = 1.0 is used in the above logic. If the

top volume (L) is horizontal, the void fractiory | of this volume is used. The second criterion effectively
precludes an essentially single-phase flow from inappropriately being labeled stratified.

3.2.3 Effects of Scale

It has been postulated that a maximum diameter exists for vertical flow of individual dispersed phase
drops/bubbles in a continuous phase, precluding the existence of slug flow as it is usually defined.

Kocamustafaogullari, Chen, and Isti® have derived a unified theory for the prediction of maximum
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fluid particle size for drops and bubbles. They developed a simple model based on the hypothesis that fluid
particle breakup will occur if the rate of growth of a disturbance at the dispersed phase/continuous phase
interface is faster than the rate at which it propagates around the interface. They show that the same theory
is applicable to liquid in liquid, droplets in gas, and bubbles in liquid, and show a broad range of
experimental data compared to their theoretical predictions with reasonably good results. This theory
suggests that there will exist ranges where bubbles cannot coalesce to form slugs that are as large as the
pipe diameter, thus preventing transition from bubbly to slug flow.

Some experimental evidence for large pipes also appears to support the above theory. Air-water flow
experiments conducted by Science Applications Incorporated (SAl) indicated that slug flow was unable to
form in a 30.5-cm vertical pipe; rather, a transition from bubbly to bubbly/churn-type flow with strong

local recirculation patterns took pla%é‘.gThe criteria used in the code is 0.08 m, i.e., for diameters
greater than 0.08 m, slug flow does not exist. This is discussed in Section 6.
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3.3 High Mixing Volume Flow-Regime Map
3.3.1 Map as Coded

The high mixing flow-regime map is included in RELAP5/MOD3 to account for flow through
pumps.Figure 3.3-1illustrates the map, which consists of bubbly and dispersed flow with a transition
between them. The transition consists of weighted combinations of bubbly and dispersed correlations,
which are described in detail in the sections above. The map is based purely on void fraction, with bubbly
flow occurring below or equal to 0.5 and dispersed flow above or equal to 0.95.

D
5
Bubbly Transition ?
S
d
0.5 0.95
Increasingg >

Figure 3.3-1Schematic of high mixing flow-regime map.

3.3.2 Map Basis and Assessment

The upper limit for bubbly flow obiy = 0.5 is based on Taitel, Bornea, and Dukfet§ postulate
discussed in Section 3.1.2.1. In the absence of definitive data, this is a reasonable postulate, since vigorous

mixing takes place in the pumps. The transition to dispersed flow is consistent with 3%#r3lireho
presents data indicating that only dispersed flow exists atgwe0.96. (See Section 3.2.2.2 for further

discussion.) The use of a transitional region between bubbly and dispersed flow rather than including a
slug-flow-regime is appropriate, since the highly mixed nature of flow in the pump would disallow large
gas bubbles from forming.

3.3.3 Reference

3.3-1.  G. B. Wallis,One-Dimensional Two-Phase FloMew York, McGraw-Hill Book Company,
19609.

3.4 ECC Mixer Volume Flow-Regime Map

Prior to the introduction of the ECC mixer (ECCMIX) component, RELAPS5 included three flow-
regime maps, as described in the RELAP5/MOD2 marfirtabnd in the RELAP5/MOD2 models and
correlations repor°t:4'2 However, neither of those would apply specifically to the condensation process. A

flow-regime map for condensation inside horizontal tubes is reported by Tandort &8 ahd it was
considered a more suitable basis for interfacial heat-transfer calculation in condensation. According to
Reference 3.4-3 the two-phase flow patterns during condensation inside a horizontal pipe may be
identified in terms of the local volumetric ratios of liquid and vapor, /e, and the nondimensional
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vapor velocityv, = XG/[gDpy(ps - Pyl % Here, % = flow quality = (pgve)/(0gPpgVg + aPrvy) and G =
mass flux =ogpgvy + aepsvs. Thus XG = agpgvg. The term D is the diameter of the channel. The flow

pattern transition boundaries are presented in terms of the volumetric ratio on the absoiésa and onthe

ordinate. The condensation flow-regime map of Tandon dReflerence 3.4-3does not include any zone

for bubbly flow; the existence of a bubbly flow-regime at very low void fractions cannot be logically
excluded, particularly in a highly turbulent liquid flow. For this reason, a region of bubbly flow was
included for void fractions less than 20%g(< 0.2). Furthermore, to protect against failure of the

numerical solution, it is necessary to specify some reasonable flow patterns for every combination of the
volumetric ratios and, , and to include transition zones around some of the boundaries between different

flow patterns. The transition zones are needed for interpolation between the calculated values of the
correlations for the interfacial heat transfer and friction that apply for the different flow patterns. These
interpolations prevent discontinuities that would exist otherwise and could make the numerical solutions
very difficult. With these considerations, the flow-regime maReference 3.4-3vas modified, as shown

in Figure 3.4-1 The modified condensation flow-regime map comprises eleven different zones that
include six basic patterns and five interpolation zomable 3.4-1shows a list of the basic flow patterns

and the interpolation zones for the ECCMIX component, with their acronyms and flow-regime numbers,
that are printed out in the RELAP5/MODS output.

Table 3.4-1List of flow-regimes in the ECCMIX component.

Flow-
regime Flow-regime Acronym Remarks
number?
142 Wavy MWY Basic pattern
15 Wavy/annular-mist MWA Transition between wavy and
annular-mist flows
16 Annular-mist MAM Basic pattern
17 Mist MMS Basic pattern
18 Wavy/slug MWS Transition between wavy and
slug flows
19 Wavy/plug/slug MWP Transition between wavy, plug
and slug
20 Plug MPL Basic pattern
21 Plug/slug MPS Transition between plug and slug
22 Slug MSL Basic pattern
23 Plug/bubbly MPB Transition between plug and
bubbly
24 Bubbly MBB Basic pattern

a. Flow-regime numbers 1 through 13 are used in RELAPS5 for flow patterns in other components.
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Figure 3.4-1Schematic of ECC mixer volume flow-regime map (modified Tandon3&t3.

The variable names that are used in the coding for the coordinates of the condensation flow-regime
map are

voider = (1.0 -0)/a (3.4-1)

stargj =v, = XG/[gDpy(pt - gl M2 (3.4-2)

In the coding, XG is determined by averaging,pyvg for junctions 2 and 3, where it is assumed
there is no steam in junction 1 (ECC injection junction).

In terms of these variables, the different zones of the flow-regime map are
If voider > 4.0, bubbly flow, MBB

If 3.0 < voider< 4.0 and stargj < 0.01, transition, MPB

If 0.5 < voider< 4.0 and stargj > 0.0125, slug flow, MSL

If 0.625 < voider 4.0, and 0.01 < stargj0.0125, transition, MPS

If 0.5 < voider< 3.0, and stargg 0.01, plug flow, MPL
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If 0.5 < voider< 0.625, and 0.01 < stargj0.0125, transition, MWP
If 0.5 < voider< 0.625, and 0.0125 < stargjl.0, transition, MWS
If voider< 0.5 and stargg 1.0, wavy flow, MWY

If voider< 0.5, and 1.0 < stargj 1.125, transition, MWA

If voider< 0.5, and 1.125 < stargj < 6.0, annular-mist, MAM

If voider< 0.5, and stargj > 6.0, mist flow, MMS.

In the coding, each one of these regions is identified by a flow pattern identification flag, MFLAG,
whose value varies from 1 for wavy flow to 11 for bubbly flow.

In addition to the transition zones that are showRigure 3.4-1and listed inTable 3.4-1 there are
two other transitions, namely,

. Transition between wavy and plug flows

. Transition between annular-mist and mist (or droplet) flows.

Interpolations between the interfacial friction, interfacial heat transfer, and the wall friction rates for
these transitions are performed through the gradual changes in the interfacial area in the first case and the
droplet entrainment fraction in the second case. Hence, there was no need for specifying transition zones

for these on the flow-regime map.

3.4.1 References

3.4-1. V. H. Ransom et alRELAP5/MOD2 Code ManuaNUREG/CR-4312, EGG-2396, August
1985.

3.4-2. R. A. Dimenna et alRELAP5/MOD2 Models and CorrelationSlUREG/CR-5194, August
1988.

3.4-3. T. N. Tandon, H. K. Varma, and C. P. Gupta, “A New Flow-Regime Map for Condensation
Inside Horizontal TubesJournal of Heat Transfer, 10ovember 1982, pp. 763-768.

3.5 Junction Flow-Regime Maps

The junction map is based on both junction and volume quantities. It is used for the interphase drag
and shear, as well as the coefficient of virtual mass. The flow-regime maps used for junctions are the same

as used for the volumes and are based on the work of Taitel and DRt Ishii, 31" 1and Tandon et
o] 343

Junction quantities used in the map decisions are junction phasic velocities, donored (based on
phasic velocities) phasic densities, and donored (based on superficial mixture velocity) surface tension.
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The junction void fraction,a;’j , is calculated from either of the volume void fractions of the

neighboring volumesyy k orag |, using a donor direction based on the mixture superficial velogit |

cubic spline weighting function is used to smooth the void fraction discontinuity across the junction when
liml < 0.465 m/s. The purpose of this method is to use a void fraction that is representative of the real

junction void fraction. This is assumed to have the form

Ug; = W O+ (1-W) =0y, (3.5-1)
where
W, = 1.0 m> 0.465 m/s
W, = X; (3 - 2%) -0.465 m/s j, < 0.465 m/s
W = 0.0 mi< -0.465 m/s (3.5-2)
~ j. +0.465
X = 503 (3.5-3)
In = Qg Vg + 0V (3.5-4)

For horizontal stratified flow, the void fraction from the entrainment/pullthrough (or offtake) model
is used. The case of vertical stratified flow will be discussed in Section 6.1.3.8. The junction mass flux is
determined from

G = QgjPg i|Vg | + 0P [Vi| - (3.5-5)

The methods for calculating,;  and @e the same ones that are used in TRACB30-2

As with the volumes, four junction flow-regime maps are used. They are a horizontal map for flow in
pipes; a vertical map for flow in pipes/bundles; a high mixing map for flow in pumps; and an ECC mixer
map. These will not be discussed in any detail because they are similar to the volumes flow-regime maps.
The decision of whether a junction is in the horizontal or vertical junction flow-regime is done differently
than for a volume. The junction angle is determined from either of the volume vertical-inclination angles,
@k or @, input by the user using a donor direction based on the mixture superficial velgcitihe
formula used is similar to that used for the junction void fraction; however, it uses the sine of the angle. It
is given by

sin@ = wsingg + (1 -w) sing_ . (3.5-6)
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The vertical flow-regime map is for junctions whose elevation aggie such that 6& |@| < 90
degrees. The horizontal flow-regime map is for junctions whose elevation@igtich that & |¢| < 30

degrees. An interpolation region between vertical and horizontal flow-regimes is used for junctions whose
elevation angley is such that 30 <g| < 60 degrees. This interpolation region is used to smoothly change

between vertical and horizontal flow regimes.
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4 CLOSURE RELATIONS FOR THE FLUID ENERGY EQUATIONS

The one-dimensional nature of the field equations for the two-fluid model found in RELAP5/MOD3
precludes direct simulation of effects that depend upon transverse gradients of any physical parameter,
such as velocity or energy. Consequently, such effects must be accounted for through algebraic terms
added to the conservation equations. These terms should be based on correlations deduced from
experimental data for their representation, or on models developed from sound physical principles. Some
of the correlations used in RELAP5, however, are based on engineering judgment, due partly to the
incompleteness of the science and partly to numerical stability requirements. A significant effort has gone
into providing smooth transitions from correlation to correlation as conditions evolve to prevent numerical
instability.

The assessment of the heat transfer correlations used to provide closure for the energy equations is
complicated by the detailed nature of the correlations themselves. In general, each correlation is designed
to represent energy transfer under a specific set of thermal-hydraulic and thermodynamic conditions, and
each is typically measured for a fairly limited range of those conditions. A determination of accuracy may
be available for the developmental range of parameters, but an extension of the accuracy estimate outside
that range is difficult at best, and perhaps impossible mathematically. This situation is especially evident in
Section 4.2, which addresses the wall heat transfer correlations. By treating each correlational model
individually, a critical reviewer might generally conclude that the database over which the model was
developed does not apply directly to reactor geometries or thermal-hydraulic conditions. If left at this
stage, a conclusion of inadequacy could be reached. Yet the correlations have, in general, enjoyed a fairly
widespread utilization and have shown at least a qualitative applicability outside the documented data
range for which they were developed. The use of any given heat transfer correlation, either directly or in a
modified form, then becomes an engineering judgment, and the application to reactor conditions becomes
an approximation to the expected reactor behavior. When viewed in this context, the use of integral
assessments, which inherently measure a global response rather than a local response, becomes more
meaningful.

4.1 Bulk Interfacial Heat Transfer

In RELAP5/MOD3, the interfacial heat transfer between the gas and liquid phases in the bulk
actually involves both heat and mass transfer. Temperature-gradient-driven bulk interfacial heat transfer is
computed between each phase and the interface. The temperature of the interface is assigned the saturation
value for the local pressure. Heat transfer correlations for each side of the interface are provided in the
code. Since both superheated and subcooled temperatures for each phase are allowed, the heat transfer may
be either into or away from the interface for each phase. All of the thermal energy transferred to the
interface from either side contributes to vaporization as it is used to compute the masslatesfine

gas phase. Conversely, all of the heat transfer away from the interface contributes to condensation, since it
is used to compute the mass transferred to the liquid pHigge [ other words, the cases of superheated
liquid and superheated gas contribute to vaporization, while both subcooled liquid and subcooled gas
contribute to condensation. The net rate of mass transfer is determined by summing the contributions,
positive and negative, from each side of the interface.

The form used in defining the heat transfer correlations for superheated liquid (SHL), subcooled
liquid (SCL), superheated gas (SHG), and subcooled gas (SCG) is that for a volumetric heat transfer

coefficient (W/m°’K). Since heat transfer coefficients are often given in the form of a dimensionless
parameter (usually Nusselt number, Nu), the volumetric heat transfer coefficients are coded as follows:
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Hip = l-(LB Nu &y = hp gyt (4.1-1)
where

Hip = volumetric interfacial heat transfer coefficient for phase p (faKin

Kp = thermal conductivity for phase p (W/meK)

L = characteristic length (m)

agf = interfacial area per unit volume £fm°)

hip = interfacial heat transfer coefficient for phase p (\Mﬁ)

p = phase p (either f for liquid for g for gas).

Individual correlations for heat/mass transfer are fully detailed in Appendix 4A. Expressions for the
cases of SHL, SCL, SHG, and SCG are given for each flow regime recognized by the code. The flow
regimes are those cataloged in Section 3. The following section discusses the relationship between the
coded correlations and the literature, the stabilizing and smoothing features built into the code, and
assessments (when possible) of the validity of the expressions for operating conditions typical to nuclear
reactors. The methods employed to smooth transitions amongst flow regimes are given in Appendix 4A
and are discussed herein. Furthermore, the techniques used to incorporate effects due to noncondensable
gases are presented and discussed. Reference should be made to the flow-regime maps in Section 3 to help
clarify Appendix 4A and the discussion to follow hereafter.

When one of the phases is superheated, the other phase is allowed to be either superheated or
subcooled. Likewise, if one of the phases is subcooled, the other phase is allowed to be either superheated
or subcooled.

4.1.1 Flow-Regime Correlations

Flow-regime correlations are shared amongst the four flow-regime maps (horizontal, vertical, high
mixing, and ECC mixer) for flow regimes identified by the same names.

4.1.1.1 Bubbly Flow. In bubbly flow, the bubbles are viewed as spheres. If the liquid temperature
is between one degree K subcooled and one degree K superheated, the final liquid cogffisi¢hée H
result of a cubic spline interpolation between the superheated and subcooled result.

4.1.1.1.1 Bubbly Superheated Liquid (SHL, T ;> T°)-

Model as Coded
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prpf
sfpghfg

B (Plesset Zwick E
O+0.4vp;CyF, |ayF.Fs  (4.1-2)

EH—;(z.m 0.74R§%  (modified Lee— Ryleyf

- Tt

Weo (1-a,,)

17 We o = max(Weag, 10_10)
He (Vig)

(PrdVig/0) = 5
average bubble diameter (= 1/24)

1.0 for bubbly flow

interfacial area per unit volume

3.60p,p/ Gy

max @g, 10°)

relative velocity = y - v ag> 10°
relative velocity = (y - Vg 0g10° ag < 10°
max {szg’ e 01/3

pimin(D'ay,, D)
hydraulic diameter
0.005 m for bubbly flow
min (0.0010p,p / Opup
min (0.25,0pyp) / Opub

1 ATg<-1
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Fs3 = max [0.0, iz (1+ATg) - AT« -1 AT4<0
Fs = max (0.0, k) ATs> 0

Fy = min [10°, ag (1 - X))] (107

Xn = noncondensable quality

Hit = 0.0 ity = 0.0 andATg> 0.

Model Basis and Assessment

The Nusselt number upon which the volumetric heat transfer coefficieistbdised for SHL bubbly
flow is coded to be the maximum value produced by one of two correlations. The first correlation is

derived from an equation determined analytically by Plesset and Aitkyhich represents the growth
rate of a bubble radius, e.qg.,

-1/2

My = ATk [Tot/3] 7/ (hepy) (4.1-3)
where

ry = time rate of change of bubble radius (m/s)

ATgyy = liquid phase superheat (K) (5 7T9)

O¢ = thermal diffusivity of liquid (nd/s)

Ks = thermal conductivity of liquid (W/mK)

hrg = latent heat of vaporization (J/kg)

Pg = gas density (kg/f)

Cot = specific heat of liquid (J/led<).

According to Collief*1-?the solution to Equation (4.1-3) is

I = 2ATsaKs [BU()] M2/ (hygpg) - (4.1-4)

Upon replacing the thermal diffusivity by its definition, substituting Equation (4.1-4) in Equation
(4.1-3), and rearranging, one obtains
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Fy = 6kpCpo [ATear (NP 1%/ (Try) (4.1-5)

As the bubble grows, there is positive mass trarigfeto the gas phase given by

Mg = PATILE,/V (4.1-6)

g

where V is the volume.

g can also be givein terms of a heat transfer coefficient as

Mg = AT, (410 / (g V) (4.1-7)

sat

where Iy is the heat transfer coefficient (V\ﬁ’m. Defining a Nusselt number for heat transfer to the
growing bubbile,

NUb = 2rbhb/kf (41-8)
and combining Equations (4.1-5) through (4.1-7), one obtains

12
Nub = —T'['pfcpfATsal/ (pghfg) . (41'9)

The original bubble growth rate equation of Plesset and Zwick, Equation (4.1-3), and hence Equation
(4.1-9) (which is used for j,ppyy) is based on several assumptions. These are

1. The bubble remains spherical throughout its growth

2. Radial acceleration and velocity of the interface are small

3. Translational velocity of the bubble is negligible

4, Compressibility and viscous effects are negligible

5. The vapor within the bubble has a uniform temperature and pressure equal to those of the
interface.

The authors, Plesset and Zwitklindicate that for a superheat o @0for bubble growth in water,

negligible error in their theoretical estimate of bubble growth results from translational bubble velocity
(due to buoyancy) for bubble radii up to 1 mm. They further indicate that the heat transfer coefficient to the
bubble will increase for non-negligible bubble velocity. Since the study of Plesset and Zwick is apparently
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for pool boiling, it seems appropriate to use relative velocity (as RELAP5/MOD3 does) rather than
absolute bubble velocity.

To account for the increase in Ndue to a significant bubble relative velocity, RELAP5/MOD3

employs a second correlation deduced by Lee and ﬁ&ﬂ%jbut modified in RELAP5/MOD3); the
original correlation fronReference 4.1-3s:

1/3

Nu, = 2.0+ 0.74R&°Pr (4.1-10)

The Prandtl number dependence has been dropped in RELAP5/MOD3. At typical operating
conditions (Appendix 4B), the Prandtl number is Pr = 0.98, which represents less than a 1% error for
Equation (4.1-10).

Lee and Ryley derived their correlation, Equation (4.1-10), by observing the evaporation rate of a
water droplet suspended from a glass fiber into a superheated steam flow. The ranges of variables for
which the correlation is fitted are (a) droplet Reynolds number 64-250, (b) superheated steam pressure
14.7-29 psia, (c) superheat 5261and (d) steam velocity 9-39 ft/s. The data, as plottdeieigrence 4.1-

3, fall within + 20% of the correlation. The form of Equation (4.1-10) is not original with Lee and Ryley;
Frossling-1* and Ranz and Marshaft™> each fitted similar equations to their respective data, obtaining

coefficients of 0.552 and 0.6, respectively (as compared to 0.74). ‘k]r'@ittompiles data from several
sources for forced convective heat transfer to spheres ranging from 0.033 to 15 cm in diameter for droplet

Reynolds numbers ranging from 20 to°1B0r the range of Re above that employed by Lee and Ryley

(250-1F) Equation (4.1-10) is in excellent agreement with the data plotteéfierence 4.1-6All of the
data plotted by Kreith are for atmospheric or near-atmospheric pressures.

There are several additional limitations of the data upon which Lee and Ryley based their correlating
equation. The most obvious is that they measured droplet evaporation and not bubble growth. Since their

correlation also holds for forced convective heat transfer over a s”pﬁ@ﬂeowever, it seems that it
should apply to a spherical bubble. Bubbles in bubbly flow, of course, deform significantly, especially as
they get bigger, raising questions as to the overall validity of Equation (4.1-10) for bubbly flow. A further
significant complication is the presence of turbulence in the flow. This is not the case for the range of Re

plotted in Kreith*1 since laminar flow prevails below droplet Reynolds numbers dfah@ since,
presumably, care was taken to minimize free stream turbulence from those flows. Finally, the pressures at
which the aforementioned data were taken are far below typical reactor operating pressures, bringing
additional doubt to the viability of Equation (4.1-10) for typical operating conditions.

Additional smoothing functions have been added gtofét SHL bubbly, as indicated in Appendix
4A. The additive term 0.44p:CpF is included to represent enhanced nucleation effects at low void
fraction. Here, the Stanton number of 0.4 was arrived at during the developmental asédssofent

RELAP5/MOD?2 for test problems that exhibit an undershoot (i.e., Edwards Pipe, Marviken, GE Level
Swell). Function k serves to diminish jfor a void fraction between 0.25 and 0.5, although the opposite

would seem to be in order since it is assumed (see Section 3.1.2.1) that bubbly flow can exisj above

0.25 only if vigorous turbulent diffusion is present. Such diffusion should act to enhance the heat transfer.
Functions i and R, relate to effects of noncondensables at low void fraction. It is noted that no minimum

bubble diameter is specified in the code, although a maximum ong,ig® hydraulic diameter).
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Interfacial Area

Specification of the volumetric heat transfer coefficienisatd Hy requires an estimate of the
interfacial area per unit vqum%faWaIIisA"l'Sgives a detailed description of how the interfacial area per

unit volume for a spray of droplets can be found. An adapted version of Wallis's discussion is given below,
since RELAP5/MOD3 also uses it for bubbly flow.

A distribution for droplet diameter for a spray in the form of a probability density function and based
on a model deduced by Nukiyama and Tana$adwis given as

p*(d*) = 4d*? 20" (4.1-11)
where

p* = d'p (d) is the dimensionless probability function

p = probability of a drop having diameter between d andd +

d* = dimensionless droplet diameterdz d'

d = most probable droplet diameter (m)

d = droplet diameter (m).

The Sauter-mean diameteg,flcan be computed from*Qn:I*). A droplet having the Sauter-mean
diameter has the same area-to-volume ratio as the entire spray (that is, total surface area of the droplets
versus the total volume of the droplets). One can fvtife

Id?’p(d)dd

d,= &+« . (4.1-12)
J'dzp(d)dd
0

Incorporating Equation (4.1-11) and writing in dimensionless form, one has

IdEf’e‘z"*ddD
* — 0

d (4.1-13)

sm

IdD“e‘z"DddD
0
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The improper integrals in Equation (4.1-13) can be evaluated in terms of the gamma function giving

5

6
* l
d, = F(6)/25 _ 5.26 _5 . (4.1-14)
r(s)/2> 42° 2
The area-to-volume ratio for a droplet having a Sauter-mean diameter is
A nd;, _ 6
A = Dom o 6 (4.1-15)
vV T 3 dg
smidrop édsm
Now g can be written
Ainterfacial - Ainterfacial (41-16)

%t = unit volume Vdrops/af

but
Asm — Ainterfacial
Vsm drop Vdrops

from the definition of Sauter-mean diameter. Hence, one can rewrite Equation (4.1-16) as

_ 6o; 6o 2.4
Al i et (4.1-17)

sm
where Equation (4.1-14) has been used.

The dimensionless mean droplet diameter= d,/d’ can be foundfrdfh

d, = J’d[bD(dEb ddd . (4.1-18)

The lower limit of the integral in Equation (4.1-18) can be set to zero since a negative diameter is
meaningless. Substituting p*(d*) from Equation (4.1-11) into Equation (4.1-18) and integrating, one
obtains
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d, = 4r (4)/2" = g . (4.1-19)
Combining Equations (4.1-17) and (4.1-19), one obtains
3.6a

4 =~ - (4.1-20)

(o]

It remains to specify the mean droplet diametgrirdorder to find g. This is done by assuming that
d, = (1/2) dax @nd using the critical Weber number defined by

Wegit = pc (Vg - Vf)2 Umay0 (4.1-21)

wherep, is the density of the continuous phase.

Before a value for g, can be calculated from Equation (4.1-21), the value for critical We for
droplet break-up must be specified. A similar \ydor maximum bubble size in bubbly flow can also be

specified?18

The values used in RELAP5/MOD3 for Wgfor pre-CHF droplets, post-CHF droplets, and bubbles
are 3, 12, and 10, respectively. (In the code itselfg \Me given in terms of gdrather than g, with

values given as 1.5, 6.0, and 5.0, respectively.) Note that the minimum relative velgcitged to find

the bubble size is the velocity difference that gives the maximum bubble()slmﬁxéﬁi)

Although Equation (4.1-20) for interfacial area has been derived for droplet flow, it is used in
RELAP5/MOD3 for bubbly flow as well.

In assessing the determination of the volumetric interfacial aygdt must be remembered that the

final result depends upon the fluid properties and three intermediate results: (a) the particle diameter
distribution function used to compute the Sauter-mean diameter, (b) the relationship bejweed d

dnax @nd (c) the values used for Wg which determine the maximum particle size. While the particle
diameter distribution is based on Nukiyama and Tana&awahe choice of gl= d.,,/2 is an assumption.

While there appears to be considerable variation in the parameters used to cgmphutecambination
gives, for RELAP5/MOD3,

3.60,
agf = d

2
(Vg _Vf)
o

(0
= 0.72%0P bubbles

3.60 a v, —v,)°
d =24 fpg(; 0 , pre-CHF droplets
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3.60 \
= 0. GM post-CHF droplets (4.1-22)

where subscript d refers to the dispersed phase.

In arriving at the combination of parameters that produces Equation (4.1-22), RELAP5/MOD2
developers set the critical Weber number such that reasonable drag forces (which depend on drag

coefficients and @) would be predicted in order to simulate data from several separate effectsitests.

741- 11 Eyrther discussion regarding these development efforts is given in the section on interfacial drag,
Section 6.1.

In summary, the determination of volumetric interfacial aggdoa RELAP5/MODS3 is based partly

on published theory/experiment and partly on tuning related parameters to fit RELAP5/MOD2 simulations

of separate-effects test data. One of the separate-effects tests used was the Edwards pipe blowdown, and
comparisons of data and calculations for pressure and void fraction for this test are sRefereénce

4.1-7. This calculation uses the bubbly superheated liquid interfacial heat transfer coeffjcient H

4.1.1.1.2 Bubbly Subcooled Liquid (SCL, T ;< T°)--

Model as Coded

_ F3Fshe PPy
Ps _pg

(modified Unal and Lahey) (4.1-23)

if

where

Pr-Pg = max @ - pg 107)

F3, ap,pas for bubbly SHL

Fs = 0.075—K—1:—s Opyb> 0.25
= 1.89C exp(-4%5tp,p + 0'075%3 Opup < 0.25

c - 65.0 - 5.69 x 18 (P - 1.0 x 16) Ki_s R 1.1272 x 16Pa
= 25x 10 /P1'418R—1_—§ P>1.1272 x $(Pa
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P = pressure (Pa)
(0} = 1 i< 0.61 m/s
= [1.639344 |y]°4 M > 0.61 m/s

Model Basis and Assessment

Unar*112 gives the heat transfer coefficient for condensation at a bubble interface for subcooled
nucleate flow boiling as

_ _Cohyd
= ;51—:_1—5 (4.1-24)
ng pr
where
) = 1 ¥<0.61 m/s
\Y; 0.47
= _f]J y>0.61 m/s
0.6
C = 65-5.69 x 10 (P - 10) Ki_s 180<P< 1P Pa
= 0.25 x 18° P1-418Ki_s 16<P<17.7x 16 Pa

and d is the bubble diameter. The tepis Unal’'s velocity dependent coefficient, and C is Unal’s pressure
dependent coefficient. The volumetric heat transfer coefficignisHound by multiplying h by the
volumetric interfacial area,yg Equation (4.1-22). At the same time, Equation (4.1-22) provides an
expression for the average bubble diameter that can be used for d in Equation (4.1-24).

Hence, one can write

_ Cohy,day _ 3.60,Cohy _ 1.80,CphyyprPy
01 10 Lol _1pg Pi=Pg '
ng pf[l ng pr

(4.1-25)

Unal specifies the ranges for which his correlation fits the experimental data: (a) pressure, 0.1-17.7

MPa, (b) heat flux, 0.47-10.64 MW#m(c) bulk liquid velocity, 0.80-9.15 m/s, (d) subcooling, 3-86 K,
(e) maximum bubble diameter, 0.08-1.24 mm, and (e) maximum bubble growth time, 0.175-5 ms. The
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assumptions made by Unal appear to be quite reasonable and supportable, except that the function C has a
discontinuity (factor of 2) at P = 1 MPa. Examination of Unal's gapéf and discussions with Urfal

indicated that the part 0.25 x Y0P 1418in the function C was obtained from Equation (12) in Unal's
papef-112by assuming Unal’'s term? = 1 for 1 x 16 < P < 17.7 x 1®Pa. This was done because Unal
indicates that the dry area under the bubble disappears at ~ 1 MPa. Unal also indicates that the part 65 -

5.69 x 10° (P - 1.0 x 1@) in the function C is determined by linear interpolation and extrapolation using
values found from C for experiments at 0.17 MPa and 1 MPa. If one uses both parts of the function C but
assumes the dry area under the bubble disappears at 1.1272 MPa, then the function C is continuous to three

significant placeé:113 This referenced modification, which was approved by Unal, is used in RELAP5/
MOD3 to remove the discontinuity.

The 0.075 term in £is the term used by Lah&y'4for the interfacial condensation in conjunction
with his subcooled boiling model. The smoothing factor [exm(z45] between the Unal and the Lahey

models was arrived at during the RELAP5/MOD2 developmental assesstient.
4.1.1.1.3 Bubbly Superheated Gas (SHG, T 4> T°)--

Model as Coded

Hig = Ny Fo F7 ar (4.1-26)
where

hig = 10* W/m?-K

3yt as for bubbly SHL

Fo = [1+1 (100 + 2)], N = |max (-2ATgy)|

ATgg = T- T,

. B max(a,, 107)
7 = — o
max(ag, 10 9)

Model Basis and Assessment

The volumetric heat transfer coefficientgHor Bubbly SHG is based on an empirical correlation.
The heat transfer coefficienjgh= 10* W/m?-K, is chosen to be large in order to bring the gas temperature

a. Private communication, H. Unal to R. A. Riemke, February 1992.
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rapidly toward the saturation temperatuReference 4.1-15ndicates that a value of 1ovim?K is a
reasonable value to use for bubbles. Functigmppendix 4A, clearly enhances this tendency, especially

as ATgy increases in magnitude. Function &pparently improves numerical stability for low void
fractions. The determination of volumetric interfacial ar%a,ia discussed in Section 4.1.1.1.1. Clearly,
there is room for improving the determination qf Fbr this case, although to the best of our knowledge,
this might require further experimental work.

4.1.1.1.4 Bubbly Subcooled Gas (SCG, T 4 <T°)--

Model as Coded

Hig as for bubbly SHG
Note thatATsy> O for this case (FunctiongF:

Model Basis and Assessment

The expression used for bubbly SCG is the same as for bubbly SHG, Appendix 4A, except that the
Nu enhancing functiondincreases [f dramatically for large subcooled levels, pushiggmiore quickly
toward saturation temperature. The fact that Nu for subcooled gas is much greater than for superheated
gas, especially as the subcooling increases, seems appropriate in view of the unstable nature of the
subcooled state. Nevertheless, a better basis for the correlation for bubbly SCG is needed.

4.1.1.2 Slug Flow. In slug flow, interfacial heat transfer can be divided into two distinct parts: (a)
the heat transfer between the large Taylor bubbles and the liquid surrounding them, and (b) the heat
transfer between the small bubbles in the liquid slug and their host liquid. The heat transfer for each part is
summed to obtain the total. For the total bulk (superscript B, see Volume ) heat transfer rate per unit

vqume,QiE:) (W/n?), between the interface and a given phase, p, one has

gf = MARAT, AT 4127
tot tot
where
hrp = heat transfer coefficient for Taylor bubble (V\?hiﬁ)
Atp = interfacial area of Taylor bubble fn
hbub = heat transfer coefficient for small bubbles (VK
App = interfacial area of small bubbles{m
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Viot = total volume of cell ()

AT difference between the saturation temperature and the temperature of the phase

in question (K)

p phase p (either f for liquid or g for gas).

Equation (4.1-27) can be rewritten

AV A,V

Q= hyy°—TPAT + h,  —2uP_BUPAT (4.1-28)
P TBVTthot bUbVbubvtot

or finally

Qi = Hip roAT + Hip buAT (4.1-29)

Hence, the volumetric interfacial area for each part can be computed either based on the volume of
that part (Taylor bubble or slug volume) or based on the total volume. The final volumetric interfacial area,
3y, Must be based on the total cell volume as implied by Equation (4.1-27). One can write

= a1, rofro (4.1-30)

whereay, r, = AyVrp and fp = Viy/Vigy

and

AV
i, bub — \# o

V. 3yt bubl bub (4.1-31)
bub Y tot

whereay pu, = AvufVub aNd bup = Vout/Viot:

RELAP5/MOD3 recognizes the contributions from the two distinct divisions of slug flow toward the
total heat transfer. The correlations for the contributions for the bubbles in the liquid slug are based on
those computed for bubbly flow, but are exponentially diminisheq, &xcreases. The details of the coded

correlations for slug-flow heat/mass transfer appear in Appendix 4A. If the liquid temperature is between
one degree K subcooled and one degree K superheated, the final liquid coeffigiestthid result of a

cubic spline interpolation between the superheated and subcooled result. If the gas temperature is between
one degree K subcooled and one degree K superheated, the final gas coefficisrthediresult of a cubic

spline interpolation between the superheated and subcooled result.
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4.1.1.2.1 Slug Superheated Liquid (SHL, T ;> T°)--

Model as Coded

where

and

Hit o

*
841 b

OTp

gs

Osa

(4.1-32)

3.0 x 16 a 1,0y,

volumetric interfacial area (ffim3)

[4.5/D](2), 2 being a roughness factor

Taylor bubble void fraction =0 - agg/(1 - 049

Taylor bubble volumef/total volume

the average void fraction in the liquid film and slug region
apsFg

_8DGQ_GBS Di|

sa—0Ogs

exp [

aq for bubbly-to-slug transition

agq for slug-to-annular mist transition

Hit pub IS as for kt for bubbly SHL with the following modifications:

Upub

Vfg

8yf bub
B

ags Fg
(vg - vy) Fo?
(3gf)bub (1 -01p) Fy

Fg

(8f)bub is as for bubbly SHL.
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Model Basis and Assessment

The coded two-part correlation for slug SHL is presented in detail in Appendix 4A. The contribution
for the large Taylor bubbles,iHy,, is an ad hoc correlation. It is given a large value to promote a rapid

return of T toward the saturation temperature, since SHL is a metastable state. The roughness factor
appears to be a tuning coefficient.

The Taylor bubble void fractioo, is used to determine the fractiop,,f Equation (4.1-30), that
comes from interfacial heat/mass transfer across the Taylor bubble boupgdaBrgéiation (4.1-31), is set
equal to (1 01p). The termop, is computed from simple geometric considerations and can be given in
terms ofoy and the average void fraction in the portion of the flow where the liquid is the continuous
phase,04s*11® The expression used farg causes it to drop exponentially from the bubbly-slug
transitionag to near zero asy approaches the slug-annular mist transition.

The part of K} that is used to account for the heat transfer in the continuous liquid portion of the flow
is based directly on jHfor bubbly flow, SHL, Section 4.1.1.1.1, but with some modifications. These
additional modifications to ¥, , serve to further reduce the contribution gfyg, to the total volumetric
coefficient.

In summary, the primary purpose of; Hor slug SHL is to drive the liquid temperature to the
saturation value.

Interfacial Area

The expression used for the interfacial area for the Taylor bubble portion of slug flow,
ay = [4.5/D] (2) , is based on an argument of Ishii and Mishfiz®If one computes the surface area
per unit volume of a cylinder, one obtains

T2
Ac | T[DcyILcyI + 2zl_DcyI
v - _ (4.1-33)
ch| [[Dz L
4 cyl=cyl

As the length of the cylinderdl, increases, the surface area of the ends of the cylinder becomes
negligible and the area-to-volume ratio becomes

! = . (4.1-34)

Assuming that a Taylor bubble can be approximated by a cylinder and employing the*&i&tion
D1p = 0.88 Djjpe ONE has
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4 4 4.55_4.5 )
088D D D (4.1-35)

where D is the hydraulic diameter. Except for the factor of two, Equation (4.1-35) is the same result given
by Ishii and Mishima for volumetric interfacial area. It is noted that it is appropriate to use the cylinder/
bubble volume in Equation (4.1-33) for RELAP5/MOD3, since the fraction of the computational cell used
for Hit 1 is the ratio of the Taylor bubble volume to the cell volume (see Model Basis and Assessment

above). Ishii and Mishinfal 18insert a coefficient into the expression é@{ to account for rippling of the
Taylor bubble surface. A value of two is used in RELAP5/MOD3 for this coefficient.

4.1.1.2.2 Slug Subcooled Liquid (SCL, T ¢<T°)--

Model as Coded

Hit = Hi1p * Hifpub (4.1-36)
where

Hito = 1.18942Re?’5Pr?'5%fa;f’TbO(Tb
where

O1p anda;f’Tb are as for slug SHL
Pr; = Cot Mt / Ks
R& = Ps D min (% - Vg, 0.8)/1¢

and

Hit pub is as for bubbly SCL.

Model Basis and Assessment

The volumetric heat transfer coefficient for the interfacial heat transfer for the Taylor bubble portion
for slug SCL is based on a dependence of the Reynolds and Prandtl ntiiftbefsdusselt number upon
which H; 1, is based varies as &2 Appendix 4A. This dependence lies between that for laminar flow,

a. The literature reference for this correlation is unknown as of this writing, and it is in the process of
being researched.
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REP3 and that for turbulent flow, R&, as reported by Kreithl1® Also, the coefficient 1.18942 lies
between the laminar Sieder-Tate correlation coefficient, 1.86, and the turbulent Dittus-Boelter coefficient,

0.023%16[The Sieder-Tate correlation is also a function of (BA3)] Since the liquid flow past a Taylor
bubble does not exhibit the full effects of turbulence but is probably not purely laminar, the correlation
used in the code should give a result that is plausible, although it may still be significantly in error.

The expression used for the bubbly part of the volumetric coefficigggis the same as that used
for bubbly SCL, Section 4.1.1.1.2. The apportionment of the two contributiong i®édffected the same
as for slug SHL, as is the determination é}f a

4.1.1.2.3 Slug Superheated Gas (SHG, T 4> T°)--

Model as Coded

Hig = Hig,Tb * Hig,bub (4.1-37)
where

Higto = (2.2+ 0.8R€") kgga;f,mam
where

a;f' 1, andaqy, are as for slug SHL

Rey = Pg Vs - Vgl D /Hg
and

Hig,bub= Ng Fe (1 - Op) 8yt bub

where

dtp and @¢pypare as for slug SHL

and

hiy and Fs are as for bubbly SHG.

Model Basis and Assessment

The contribution to the volumetric heat transfer coefficient from the Taylor bubble interfacial heat

transfer, Appendix 4A, is based on a modified form of the Lee-Ryfégorrelation derived for laminar
flow heat transfer to a sphere (Section 4.1.1.1.1). The coefficients have been augmented from the original,
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and the Prandtl number dependence has been dropped as is the case for interfacial heat transfer for bubbly
flow. While the bullet-shaped cap on the Taylor bubble may approximate a sphere, it seems inappropriate
to use the Lee-Ryley correlation for this case.

The heat transfer coefficient for the bubbly flow contribution is based on an empirical corfelation
15 for Hit bup @long with an enhancement functiog Fhese are as for bubbly SHG and are discussed in
Section 4.1.1.1.3. The apportionment ¢f between the two contributions is based on the safpas for
slug SHL, Section 4.1.1.2.1.

4.1.1.2.4 Slug Subcooled Gas (SCG, T 4 < T°)--

Model as Coded

Hig = Hig,mb + Hig,bub (4.1-38)
where
Higmo = hig Fe 07 gt 16

whereat, and a;f,Tb are as for slug SHL,

hig and F are as for bubbly SHG,

and

Hig bubis as for slug SHG.

Model Basis and Assessment

Both contributions to I for slug SCG (K}, 1, and Hy by are based on an empirical correlafidn

15 along with enhancement functiog. Although the two parts look similar, the interfacial area is different
for each. The large values for Nu used for slug SG@nteases dramatically for large subcooled levels)

are apparently designed to drive the gas temperature toward the saturation value. This seems reasonable in
view of the fact that subcooled gas is an unstable state.

4.1.1.3 Annular-Mist Flow. For annular-mist flow, the interfacial heat transfer results from two
contributory sources: (a) the heat transfer between the annular liquid film and gas core, and (b) the heat
transfer between the gas core and entrained liquid droplets. The correlations that are used to represent the
overall volumetric heat transfer are constructed from the two contributing sources, as in the case for slug
flow. Equations (4.1-27) through (4.1-31) for slug flow apply to annular-mist flow as well, except for the
identities of the two sources. One can write [see Equation (4.1-29)]
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Qi = Hip.anAT + Hip 4iAT, (4.1-39)

where subscript ann refers to the annular film-gas core contribution and subscript drp refers to the droplet-
gas core contribution. Further information regarding the correlations coded in RELAP5/MOD3 are
recorded in Appendix 4A. If the liquid temperature is between one degree K subcooled and one degree K
superheated, the final liquid coefficieni; ks the result of a cubic spline interpolation between the

superheated and subcooled result. If the gas temperature is between one degree K subcooled and one
degree K superheated, the final gas coefficignts-the result of a cubic spline interpolation between the
superheated and subcooled result.

4.1.1.3.1 Annular Mist Superheated Liquid (SHL, T ;> T°)--

Model as Coded

Hit = Hit ann * Hit,arp (4.1-40)
where
Hifann = 3.0x16 &gf,annF10
8&fann ~ (4C4dD) (1 - O‘ﬁ)llz
Can = 2.5 (3@i¢)Y8 where 2.5 is a roughness factor
O = max (0.00¢F4)
Fi1 = y max [0.0, (1-G)] exp (-G, x 10° A6
Ce = 4.0 horizontal
= 7.5 vertical
A = v;/ Verit horizontal flow
= A gVg/Verit vertical flow
v, = max (|, - vl, 101

(pf - pg) gagApip
p,Dsinb

172
Verit (horizontal) = max{ 0.5[ e} (1-cosB), [vy— Vi 10" 10°%
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[see Equation (3.1-2)]
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Verit (vertical) = 3.2 5" g(pr - pl 4/ pg*2 [see Equations (3.2-21) and (3.2-23)]

*

(0)

*

G

R

OaD

OgF

Hit drp

agf,drp

max ©

10% Re

aps|vl

,107)

0.25

Dy

Og > 0Ogp andas < Ogg

1 otherwise

AD

aEF_aAD

104

max [205p, Min (2.0 x 10°

Pyq 4
— . 2x10
b, )l

min (1.0 + A[Y2 + 0.05 4|, 6)

kf
d, Fio

3.6a,,

dy

20+70 min[1.0+

F13 &f.drp

(1-ayg)

Cpfmax( Q ATsf) 8 Oj|
h T

fg

characteristic droplet diameter

We o

A2 !
PgVig

We = 1.5, Wes = max (Weo, 1019)
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szg = max [vf**z, . We 01/3 }
pymin(D'ay,p, D)

vfg = v:g 1P o < 10°
= Vig o > 10°

Vig = Vig (1 - F11Y) Og>0sa andas < Ogg
= Vig 1-Fy otherwise

Vig = Vg - Vi

Obub = Ofq

D' = 0.0025 m

Ofq = max [M, C(,*,_\D}

1-ay

U = aapy + 10° (1 -y) Og > Oga andas < ogp
= OAD otherwise

0AD = 104

Fio = [1+& (250 + 5@)]

3 = max (0, -ATgy)

For an annulus component; = o andazg = 0.

Model Basis and Assessment

The Nusselt number, upon which the annular film portion of the volumetric heat transfer coefficient
is based, is simply a large number, designed to pustwErd the saturation temperature. Functigg F

Appendix 4A, is a smoothing function that greatly decreasgg,Has the velocity ratios parameter
approaches zero.
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The Nusselt number for the droplet to gas core is represented by a fungtiomhiEh grows

quadratically as the magnitude &T; increases (helps drive; Toward ), and by a function of {3,
whose value is 9 for superheated liquid.

Interfacial Area

The interfacial areas per unit volume for the annular film-gas core interface contribution as well as
that for the droplet-gas core are based on simple geometric considerations as given by Ishii and

Mishima*1161t is appropriate to give the derivation leading to the resulReférence 4.1-1énd then
show how these results are transformed into the coded version.

The volumetric interfacial area of the liquid annular film in a pipe is

niD'L 4D’
agf,ann = . = — (41-41)
DL D
4
where
D’ = inner diameter of liquid annulus
D = diameter of pipe
L = unit pipe length.

An expression for the ratid'/D  can be found in terms of void fractions. First, one can write

vV 2 2
core _ (n/4)D2L - [_)_2 (4.1-42)
Vi  (W4DL D
where
Veore idealized volume of the gas core
Vot = volume of control volume.

Also, one can write

Vcore - Vg/vtot — & — ag (4 1-43)
Vtot Vg/vcore agd 1_afd
where
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Vg = volume of gas (all of which is assumed to be in the core)
Ogd = void fraction in the core [defined in Equation (4.1-43)]
Ofqg = liquid fraction in the core [defined in Equation (4.1-43)].
Hence,
_40D'0_ 40 9y 077
Ftam = 550 pUI—ayL (4.1-44)

which is the expression given Reference 4.1-16

The coded expression for volumetric interfacial area is given in terog dfie liquid fraction of the
annular film, or

oy = V\f/—:'o'tm = 1_\\/;_: = 1—1fg(fd : (4.1-45)
Rewriting, one obtains

13(’;fd = 1-0p (4.1-46)
Applying this result to Equation (4.1-44) yields

e = 5 (1=ap) "> . (4.1-47)

This is the same as the coded version shown above, with the exception gftifac®@r. G,
contains a multiplier of 2.5 as a roughness factor to increase the surface area for mass transfer, and a term
(30a¢) Y8 that gives a value near unity fo between 0.01 and 0.1, yet ensuwigs,,, - 0 asay - 0

The volumetric interfacial area for the droplets in the gas core is derived as detailed in Section
4.1.1.1.1 and is given by Equation (4.1-20):

* 3.60‘fd

Btare = g (4.1-48)
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where ¢ denotes a droplet diameter amg is the liquid fraction in the gas core. In order to normalize

a;f'drp to the total cell volume, it must be multiplied by the fraction of the total cell volume occupied by
the core, Equation (4.1-43). Using Equation (4.1-46) one has

3.601,
&t drp ~ d_d (1-0ay), (4.1-49)

which is the coded version as indicated in Appendix 4A. The liquid fraction of the annulaagiim,
depends upon the amount of liquid entrained in the gas core. Using Equation (4.1-46), theogcalole
be shown to be

ay = Oif__;ff: (4.1-50)
Liquid Droplet Entrainment Model and Assessment
This model is discussed in Section 6.3.
4.1.1.3.2 Annular Mist Subcooled Liquid (SCL, T < T°)--
Model as Coded
Hit = Hit ann * Hif,drp (4.1-51)
where
Hiann = 10° prCpy V4| 8y, ann F10 (Modified Theofanous)
agf’annand R are as for annular mist SHL
and
Kq -
Hitarp = . F13 @yt arp (Modified Brown)
where

3yt.drp F13 and ¢ are as for annular mist SHL.

For an annulus component; = o; andagg = 0.
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Model Basis and Assessment

The volumetric heat transfer coefficient for annular mist SCL is comprised of two parts (Appendix
4A). The contribution from the interface between the liquid annular film and the gas core is based on a

model given by Theofanods "}’ Theofanous makes reference to an earlier work (Brumfield, Houze,

Theofanou118 wherein models are obtained for the mass transfer coefficient for gas absorption by a
turbulent, thin, falling liquid film. The mass transfer models are compared with data for watéCat 25

absorbing various gases for turbulent Reynolds numhesr<R800. (Reis defined below.) The agreement

with the data is very good. Theofan$dg'’ then writes the heat transfer analogues of the mass transfer
correlations, using the same numerical coefficients and exponents. These are

Nu, = 0.25 R¢¥/4 Pr/2 Re> 500
= 0.70 R¢? Prt/2 Re< 500 (4.1-52)
where
_ha _.
Ny, = P A = integral scale of turbulence
_ UA _ , .
Re = 3 u = turbulence intensity

and where a fully developed residence time is assumed. Introducing the Stanton number St = Ri)/(Re

and approximatifg’ 1’ u= 5 x 10%, where v is bulk liquid velocity, Equation (4.1-52) can be rewritten
as

St= 1

" T 1.25 x 1¢ Rg Y4 pri/2 Re> 500
FpfVs

= 3.5 x 10° Rg Y2 pr/2 Re< 500 (4.1-53)

Theofanou$'-1"then declares that the usual range fori®&@ - 10° and chooses Pr = 3. Finally,
he indicates that for either Re500 or Re< 500, one obtains for St, using the numbers indicated

St~1x10°to3x 10° . (4.1-54)

Theofanou$'1”goes on to develop an expression for the decay of St for a liquid jet flow where the
turbulence decays with increasing distance from the initial orifice. He finally arrives at a correlation that

compares favorably with experimental datd’ and is written as
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1/2
St=2x 1¢? %g . (4.1-55)

Comparing Equation (4.1-55) to Equation (4.1-54) for a value of | = d (d = orifice diameter, | =
streamwise distance), Theofanbt3’ notes a difference in St of an order of magnitude for which he can
only partly account. Theofanous indicates the correlation is based on data for I/d =4 - 600, d =0.02 - 1.5

cm, v=0.2-38m/s, and Re = 4.5 ¥1® x 10.

The coded version for the heat transfer coefficient is (Appendix 4A)
h = 10%p(Cpelvi| Fro (4.1-56)

where it has been assumed that St 2, &3 given in Equation (4.1-54).

Several weaknesses in the coded correlations as it relates to the original mass transfer model of
Brumfield et af*1-18can be identified:

1. The original correlation is based on a falling-liquid film surrounded by quiescent air,
whereas annular-mist flow involves a flowing, possibly turbulent, possibly laminar vapor
core.

2. The original correlation is based on the liquid velocity against quiescent air. The liquid

velocity in the code is a single bulk value representing both the liquid annular film and the
liquid droplets in the core. As such, it is possible for the liquid velocity to be zero when

the mass flow of droplets in one direction is balanced by an annular-film flow in the

opposite direction. In such a case, the code would incorrectly predict zerg ot H

3. The original correlation is based on turbulent flow for the liquid film. In an actual reactor
flow, the liquid film may be in laminar flow, or it may be stationary, as in vertical flow
when just enough drag is imparted by the core flow to prevent downflow of the annular
film.

4, The original mass transfer correlation is based on isothermal flow. The code attempts to
simulate flows with boiling heat transfer where bubbles may form at the pipe wall and
push their way toward the annular film/vapor core interface, thereby dynamically
enhancing the mass/heat transfer.

5. The original correlation for mass tranéféit’is valid for high values of Schmidt number,
Sc, whereas the heat transfer analogue of Sc, the Prandtl number, is of order unity for most
flows of thermal-hydraulic interest. This means that the heat transfer analogue of the

original mass transfer correlation is not valid for smajl#Ret’
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6. Finally, there is the problem discussed above, that an order-of-magnitude difference exists
between Equation (4.1-53) and Equation (4.1-54) for I/d ~ 1.

In summary, the weaknesses described above make the applicability of the correlatipy,fdoH
reactor conditions unclear. It must be assessed against experiment to determine its validity.

The volumetric heat transfer coefficient for the vapor core interface to liquid droplets is based on a

paper by Browr:1"1° Brown solves a classical transient-heat conduction problem for a sphere immersed
suddenly in a uniform temperature bath. The boundary condition at the surface is simply that the surface
temperature remains constant at the bath temperature, implying a very large heat transfer coefficient from
the bath to the sphere. Brown then forms an internal energy balance in which an internal heat transfer
coefficient is defined between the surface and internal mean temperature. This heat transfer is set equal to
the increase in the thermal energy of the sphere. An unsteady, one-dimensional heat conduction problem
has been linearized. A graph showing the variation of Nu = hd/k vefstls, Or the ratio of mean to

surface temperature, is showrHigure 4.1-1 The mean temperature is, of course, a function of time. The
coded version of iy, is based on the curve Fgure 4.1-1 The fact that Nu drops agy/ITs increases

follows from Fourier’'s law of conduction, which indicates that the heat transfer will decrease if the
temperature gradient (related tgT,,,) decreases. The coded version of Nu for this case (Appendix 4A) is

represented by Function 4 which is

pMmax( 0.0 AT
h

C
Fi3 =2.0+7.0 mirpL.0+ ,8.05 . (4.1-57)

fg

Fi3 gives Nu = 9, compared to Nu = 10Rigure 4.1-1 for T,/Ts= 1 (AT¢ = 0). It also gives the
correct trend of Nu increasing ag/Ts decreases\[T s increasing). It is not clear, however, how Brown
arrived at the curve for Nu iRigure 4.1-1 since Nu is a complicated function of/Ts and involves

specification of droplet diameter and length of time since initiation of heat transfer. Brown does not
specify either of the above in arriving at the functional relation$hgure 4.1-1

In evaluating the validity of the model for Nu provided by BrdWnt® the following points are
noted:

1. Brown’s heat transfer problem does not address increasing droplet size due to
condensation except in a correction applied to the mean tempergtuteisinot clear if

this correction is incorporated in obtaining the curveFigure 4.1-1 Furthermore, it
appears that this correction is wrong, since it does not account for the relative masses of

the original drop and the additional condensate. The correction is gf/&i%as

T

T= oo
1+ C, AT, /hy

(4.1-58)

where T, is the mean temperature of the original drop anthat for the drop plus new
condensate.
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Figure 4.1-1Nusselt number as a function of mean-to-surface-temperature ratio for heat conduction in a
sphere.

2. Brown assumes that the surface temperature of the drop remains constant; this same
condition is assumed in RELAP5/MOD3 wherein the interface is assumed equal to the
saturation temperature. Thus, the “convective” heat transfer between the interface and
mean droplet temperature is actually based on conduction. True convection in the droplet
is neglected. On the whole, this seems an appropriate simplification.

3. It is stated by Brown that this curyégure 4.1-1, is based on k = 0.38 Btu/hr¥g the
thermal conductivity of water at about 250

In summary, it seems that the correlation fgiyfd could be based on firmer ground by including the

effects of condensation and comparing such with experimental data. An evaluation of this correlation
requires assessment against experiment.

4.1.1.3.3 Annular Mist Superheated Gas (SHG, T > T°)--

Model as Coded
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Hig = Hig,ann*t Hig,drp (4.1-59)
where

Higann = % 0.023 R€” ay . Fio

Rey = Pg Vg - viIDag/hg

Fioand g¢annare as for annular mist SHL

and
H = kg 2.0+0 R°'5) ' Lee-Ryl
igdrp  ~ OTd( .0+ 0.5 Rg agf,drp( ee-Ryley)

where

dy is as for annular mist SHL

Weo(l-ay.)®
Rey = (=) e = 1.5, Wes = Max (Wego, 1019

o 172’
p-g [Vfg2 (1_Gdrp)]

&fdrp &yf drp Qf 2 Opp

a.F .
= 3yf drp =+ (1-Fy) Of < Oap
aap

3yt,drp Ydrp: v:;z , anda;D are as for annular mist SHL

and
Fia = 1.0 - 5.0 min [0.2, max (BTsy)].
For an annulus componenty = a; anday = 0.

Model Basis and Assessment

The coded correlation for the heat transfer between the vapor and the liquid-vapor interface for
annular mist SHG consists of two parts.
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The contribution to i from the heat transfer from the gas to the liquid annular film is represented

by a correlation obviously based on the Dittus-Boelter relation. While the Dittus-Boelter correlation is
valid for turbulent flow, there is no test for turbulent flow in the code. An evaluation of this model requires
an assessment against experiment.

The expression used to represent heat transfer from the vapor core to the entrained liquid droplets is

based on the correlation of Lee and Ryléy? except that the coefficient of the Reynolds number is
changed from 0.74 to 0.5. A discussion of the Lee-Ryley model is given in Section 4.1.1.1.1.

The Reynolds number used for the modified Lee-Ryley correfatidemploys a mixture viscosity
defined as

M = H/(L - 0g)>® (4.1-60)

where ¢ and d represent continuous and dispersed phases, respectively. This relationship is given by Ishii

and Chawl&120 for use in a drag correlation for dispersed droplet flow. The Lee-Ryley correlation,
however, employs Re based on the continuous phase (Re/&)Uwhere U, is the free-stream velocity

and d is the droplet diameter. It seems inappropriate, therefore, to use a mixture viscosity.

Another significant limitation of the coded correlation appears to be that the liquid velgcityesd

in the Reynolds number is some average of the annular film and entrained droplets, rather than just the
velocity of the droplets. The relative velocity computed, then, is not a true relative velocity for the droplets
flowing in the vapor core.

In summary, significant doubts remain about the validity gffet annular mist SHG.

4.1.1.3.4 Annular Mist Subcooled Gas (SCG, T 4< T°)--

Model as Coded
Hig = Hig,ann* Hig,drp (4.1-61)
where

Higann = higagt.annF10Fs

where hy, and g are as for bubbly SHG, anggnnand R are as for annular mist SHL and

Higap = hig @yt arpFs
where

8yt arp IS @s for annular mist SHG.
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For an annulus componenty = a; anday = 0.

Model Basis and Assessment

Both parts of the volumetric heat transfer coefficiept fdr annular mist SCG are based on large
values which increase quadratically/fli&yincreases (FunctiongFAppendix 4A). This practice is clearly
intended to pushgtoward the saturation temperature from its metastable subcooled state.

4.1.1.4 Inverted Annular Flow. The volumetric heat transfer coefficients for inverted annular
flow, Hi and Hy, are each based on the contributions from two sources: (a) the interfacial heat transfer

between the bubbles and liquid in the liquid core Egere 3.2-3 and (b) the interfacial heat transfer
between the liquid core and the annular vapor film surrounding them. Equations (4.1-27) through (4.1-31)
for slug flow apply to inverted annular flow with the annular contribution replacing that for the Taylor
bubble (Tb). Hence, one can write for the total heat transfer:

Q5 = Hip buAT + Hip anT (4.1-62)

If the liquid temperature is between one degree K subcooled and one degree K superheated, the final
liquid coefficient Hs is the result of a cubic spline interpolation between the superheated and subcooled
result.

4.1.1.4.1 Inverted Annular Superheated Liquid (SHL, T ;> T°)--

Model as Coded

Hit = Hit bub * Hif,ann (4.1-63)

Hit pub is a@s for kt for bubbly with the following modifications:

Vig = (Vg—Vy) Fie
where
Fi6 = 1-Fy7
F17 = eXp[_S(aBO?_O(IAN)}Fls
BS
AN = g Inverted annular
OBs IAN/ISLG transition (se€igure 3.2-1)
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Fig = min (04/0.05, 0.999999)
B = Fie
g = Opub
Opup = max[—(i'f“_;:)B) : 10‘7}
Op = F17 01aN
&fbub = :%Lbu'b(l_o‘ﬁs) Fie
dy = average bubble diameter (see bubbly SHL)
and
Hifann = 3x 16 &f,ann
where
fann T %Fls (2.9)
|:15 = (1 _ aB)1’2.

Model Basis and Assessment

The volumetric heat transfer coefficients ki, for inverted annular SHL is based on that for pure

bubbly flow SHL, Section 4.1.1.1.1, with some modifications to account for the fact that it only represents
one part of the interfacial heat transfer. Functipn(Rppendix 4A) is an ad hoc function that accounts for

the decrease in that portion of the void fraction related to the bubligsraseases. Conversely; H=1

-F1¢) represents the increasing portionogfdue to the annular gas blanket. As such, the interfacial area,
3yt,bub IS correctly apportioned (see Section 4.1.1.3.1), as@réhe average gas volume of the annular
vapor blanket (analogous ¢g), anday,,,, the void fraction of the bubbles in the liquid slugs.

The selection of the correlation to be used fgikg, either Plesset-Zwiék!! or Lee-Ryleyt13
(Section 4.1.1.1.1), is affected, however, by diminishing the first (via para@jeterd increasing the
second [via }Q(Fle)z]. In forcing the selection of the Lee-Ryley correlation for larggr which is

appropriate, this logic also increases the magnitude of the Lee-Ryley correlation, which seems
inappropriate.
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The value used for jH,,, is simply a large number to drivg Toward the saturation temperature,
since this is a metastable state. The combination of the two parfsafhélnts to an ad hoc correlation
which must be assessed against experiment.

4.1.1.4.2 Inverted Annular Subcooled Liquid (SCL, T < T°)--

Model as Coded

Hit = Hit oub * Hif.ann (4.1-64)

where

Hs pub is as for bubbly SCL

and
kf 0.8
Hiann = £0.023 R\ 8y ann Fa
where
Rean = Pr [V - Vgl (1 -0tjan)/H

3gt.annanday are as for inverted annular SHL anglis-as for bubbly SHL.

Model Basis and Assessment

The same expression is used to compytg kifor SCL as for bubbly SCL, Section 4.1.1.1.2. The
expression used foriH,,is obviously based on the Dittus-Boelter correlation for turbulent flow in a duct.

While the relative velocity is appropriately used in computing the Reynolds number for the Dittus-Boelter
correlation, the correctness of the values it gives is unknown and must be assessed against experiment.

4.1.1.4.3 Inverted Annular Superheated Gas (SHG, T 4> T°)--

Model as Coded

Hig = Hig,oub* Hig,ann (4.1-65)

where
Higoup = hig Fe 3yt bub

where
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hig and Fs are as for bubbly SHG angtgyis as for inverted annular SHL

and
Higann = Bg Fio 8yt ann
where
Fig = [2.5 -Ang (0.20 - O.ICATSQ)]
a;;f, ann = agf,anr(FZO
Foo = 0.5 max (1.0 - |5, 0.04)

Fi5and @fannare as for inverted annular SHL.

Model Basis and Assessment

Both contributions to i for inverted annular SHG are clearly ad hoc correlations and must be
compared to experiment for evaluation purposes.

4.1.1.4.4 Inverted Annular Subcooled Gas (SCG, T , < T°)--

g

Model as Coded

H., is as for inverted annular SHG

ig
Note thatATsy> O for this case (Function §.

Model Basis and Assessment

The same expression is used for this case as for inverted annular SHG with the minor variggion of F
for ATgq> 0 versudd Ty < 0, as noted in Appendix 4A. Since the expression used gives increasingly large
values for Nu as\Tg increases, the treatment is consistent with those for metastable SCG for other flow
regimes.

4.1.1.5 Inverted Slug Flow. The inverted slug flow regime as envisioned by DeJarlais and

Ishii*1-?1consists of bubble impregnated liquid slugs flowing in a pipe core surrounded by a vapor blanket
containing liquid droplets (sdggure 3.2-3. The coded volumetric heat transfer coefficients recognize the
liquid droplets, vapor blanket and liquid slugs, but not the presence of bubbles in the slugs. Contributions
to the interfacial heat/mass transfer in the bulk are recognized, then, as coming from two sources: (a) the
liquid droplet interfaces in the vapor annulus and (b) the liquid slug/annulus interface. It is assumed,
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apparently, that the liquid slugs are so long that any contributions to interfacial heat transfer at their ends
are negligible. One can write for the heat transfer as coded

B
Qip = Hif,annAT + H

AT .

(4.1-66)

If the liquid temperature is between one degree K subcooled and one degree K superheated, the final
liquid coefficient H; is the result of a cubic spline interpolation between the superheated and subcooled

result.

4.1.1.5.1 Inverted Slug Superheated Liquid (SHL, T ;> T°)--

Model as Coded

Hit = Hit,ann * Hi,drp

where

Hif,ann

8yf,ann

kf
5 F12 F13 agf, ann

43'50(3 (2.5) , where 2.5 is a roughness factor

(05 - agrp/(1 - agrp)
(1-asp) Foq

(asa—ay) }

exp| —
p|: (dga—0gs)

F1ois as for annular mist SHL

and

Hif drp

where

agf,drp

dd =

NUREG/CR-5535-V4
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= We O e = 6.0, Wes = max (Weg, 1019

2
PgVig

max [(vg - ) F3,, 0.001], We = 6.0.

Vfg

The drop diameter is the maximum gfahd d,;,, where ¢, = 0.0025 m for P* < 0.025 and 0.0002
m for P* > 0.25, P* = P/Riiica- Between P* = 0.025 and P* = 0.25, linear interpolation is used. Also,

above a thermodynamic equilibrium quality of -0.02, the inverted slug interfacial heat transfer coefficient
His is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow value at a

thermodynamic equilibrium quality of zero.

Model Basis and Assessment

The expressions for jin, and H g, are both based on large values for the Nusselt number as
provided by function b, (see Appendix 4A). This tends to drivetdward the saturation temperature and
is consistent with other treatments in the code for metastable states.

Interfacial Area

The interfacial areas for the annulus/droplet portion and the slug/annulus portion are derived
analogously to those for slug flow, Section 4.1.1.2. The void fraction of the liquidigluig,analogous to

that for a Taylor bubbleyy,, and the average droplet void in the vapor blartkgt, is analogous to the
average voidggs in the liquid annulus for slug flow. That is, the interfacial areas are computed for
inverted slug flow by simply reversing the liquid and vapor phases from slug flow. The dropletygid,

in the vapor annulus is based on an ad hoc expression which exponentially increases the perioa of

to droplets asiy increases until the transition voidgy, is reached, at which point all of the liquid is

appropriately assumed to be in droplet form. The larger minimum drop size at low pressure was put in to
allow more steam superheat during reflood.

4.1.1.5.2 Inverted Slug Subcooled Liquid (SCL, T < T°)--

Model as Coded

Hit = Hit ann * Hif.drp (4.1-68)
where
K
Hifann = D Fi3 @yt ann

F13is as for annular mist SCLg@nnis as for inverted slug SHL

and
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K
Hitarp = . F12 %10
d

where

3yt,drp IS as for inverted slug SHL.

Also, above a thermodynamic equilibrium quality of -0.02, the inverted slug interfacial heat transfer
coefficient H is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow

value at a thermodynamic equilibrium quality of zero.

Model Basis and Assessment

The expressions for i, and H g, for inverted slug SCL are both based on Brodmh’$? model
for droplets condensing in vapor. The weaknesses of this model are discussed in Section 4.1.1.3.2. While
Brown’s model may be appropriate fog i, it clearly is not appropriate for the heat transfer between the
liquid slug and vapor interface. An evaluation of the expressions for inverted slug SCj fequires
assessment against experiment. Not allowing inverted slug flow when the water is saturated seems
appropriate, because the water globes do not hold together well when they do not have the momentum
forces of condensing steam on their boundaries.

4.1.1.5.3 Inverted Slug Superheated Gas (SHG, T 4> T°)--
Model as Coded
Hig = Hig,ann+ Hig,drp (4.1-69)
where
k., F
Higann = Bg F_z 8¢, ann

Figis as for inverted annular SHGy gnnis as for inverted slug SHL

Fpy = max{ 0.02 mi %El-%% 0.2}}
and

Hig.drp E—:(z.o+ 0.5 R&") ay arp
where
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dg and @ qrp are as for inverted slug SHL

and

pgvfgdd

Regrp = M
g

where We = 6.0 and We = max (Weg, 1019).
Above a thermodynamic equilibrium quality of -0.02, the inverted slug interfacial heat transfer
coefficient Hy is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist)

flow value at a thermodynamic equilibrium quality of zero.

Model Basis and Assessment

The Nusselt number upon whichyH,for inverted slug SHG is based; §f=»,, Appendix 4A) is ad
hoc and requires comparison with experiment for evaluation.

The correlation used in the code for Nu fgy i, is a modified version of the Lee-Ryfed 3 model
for heat transfer to a droplet (see Section 4.1.1.1.1) in the process of evaporation. While the coded version
of the Lee-Ryley correlation is within experimental uncertainty for Pr = 1, Section 4.1.1.1.1, the
complications of turbulence in the vapor blanket combined with the fact that liquid velocity is some
average of the droplet and slug fields must be considered. Thus, a complete validatjgifofothi$ case
must include comparison with experiment.

4.1.1.5.4 Inverted Slug Subcooled Gas (SCG, T ,<T°)--

g

Model as Coded

Hig is as for inverted slug SHG.

Model Basis and Assessment

The same expressions are used for inverted slug SCG as for SH{g, fSeétion 4.1.1.5.3. This is
not consistent with the practice used for similar metastable states for other flow regimes, wherein Nu is set
to a large value to push Toward . Comparison with experiment is required for an assessment of the
validity of the model used here.

4.1.1.6 Dispersed (Droplet, Mist) Flow. In dispersed (droplet, mist) flow, the droplets are

viewed as spheres. If the liquid temperature is between one degree K subcooled and one degree K
superheated, the final liquid coefficient; ks the result of a cubic spline interpolation between the

superheated and subcooled result.

4.1.1.6.1 Dispersed Superheated Liquid (SHL, T > T°)--
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Model as Coded

k
Hi = ai Fio FiaFas 8y (4.1-70)

where

F12 and Rz are as for annular mist SHL

a
Fa3 = —ae for pre-CHF

max(a;, 10_10)

a
= —ip for post-CHF

max(a;, 10_12)

Ayt = 3.60grg/dy
Ugrp = max @, 103) X, # 0.0 andag = 1.0 for pre-CHF
= max @, 107 %=0.00ra,#1.0 for pre-CHF
= max (@, 10%) post-CHF
dg = We20 , We = 1.5 for pre-CHF and 6.0 for post-CHF, ¥/e max (Weo, 1019
pgvfg
Vig = Vg - Vf o> 10°
= (Vg - vp) o 18P oy < 108,

The minimum drop diameter is as shown for inverted slug flow.

Model Basis and Assessment

The volumetric heat transfer coefficients,Hor dispersed SHL is based on an ad hoc expression for
Nusselt number which increases quadratically S| increases (function 5 Appendix 4A), thus

driving T; toward F. Another function, ks, is incorporated to drive the flow to single-phase vapor for
very low values obi;. This practice is used to smooth the transition to single phase.

The volumetric interfacial area is based on the same derivation as that for bubbly flow (which is, in
fact, based on the interfacial area of a droplet spray, see Section 4.1.1.1.1).
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4.1.1.6.2 Dispersed Subcooled Liquid (SCL, T < T°)--

Model as Coded

k
His = d_;F13 Fas 8y (4.1-71)

where

Fizis as for annular mist SCLpkand g¢ are as for dispersed SHL.

Model Basis and Assessment

The volumetric heat transfer coefficient for dispersed SCL is based on the model of4l§r'69vn,
which is discussed in detail in Section 4.1.1.3.2 for annular mist SCL. The same conclusions apply here.

4.1.1.6.3 Dispersed Superheated Gas (SHG, T 4> T°)--

Model as Coded

_ K 05
Hg = d—:(2.0+ 0.5 R§) Fay 8y (4.1-72)

where ¢ and g are as for dispersed SHL

Fog = max [0.0, kg (Fpg- 1) + 1]
Fos = 10° min (af, 10°)
Fog = 1.0 - 5.0 min [0.2, max (0.@Tsg)].

Model Basis and Assessment

The Nusselt number correlation upon whig tdr dispersed SHG is based is a modified form of the

Lee-Ryley*1"3 model, where 0.5 has replaced 0.74 as the coefficient ? Red the Prandtl number
dependence has been dropped. A detailed discussion of the Lee-Ryley correlation is given in Section
4.1.1.1.1.

4.1.1.6.4 Dispersed Subcooled Gas (SCG, T ;< T°)--
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Model as Coded

Hig = hg Fe F24 8yt (4.1-73)

where

hig and Fs are as for bubbly SHG pfrand g¢ are as for dispersed SHG.

Model Basis and Assessment

The volumetric heat transfer coefficient as coded for dispersed-droplet SCG is simply based on a
large value for Nu (= 1”(936, Appendix 4A) which will push Jtoward the saturation temperature.

4.1.1.7 Horizontally-Stratified Flow. In horizontally-stratified flow, a flat interface is assumed

to exist between the liquid and gas. If the liquid temperature is between one degree K subcooled and one
degree K superheated, the final liquid coefficiepti$ithe result of a cubic spline interpolation between

the superheated and subcooled result.

4.1.1.7.1 Horizontally-Stratified Superheated Liquid (SHL, T > T°)--

Model as Coded

Hy = g—f [o.ozsRé'8F12—3.81972 ETsiPiCyr } 3y (4.1-74)
ht pghgmax(4ag, 1)

where

Dht = liquid phase hydraulic diameter

= oD / (t— 6 + sird) (seeFigure 3.1-2for definition of0)

R& = asPD |vg - ve| / pg

ayf = (4 sinB/mD) F,,

Fa7 = 1+ YoV

Verit

F1ois as for annular mist SHL.

In the coding, [y is protected from being 0/0 whei = 0,7t- 6 = 0, and sifi = 0.
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Model Basis and Assessment

The expression used for the Nusselt number fpfdd horizontally-stratified flow, while giving the
appearance of modeling two processes [main interface (first term) plus entrained droplet interface (second
term)], is effectively an ad hoc relationship which gives a large value. This is due to the presence of
function F,. This practice promotes the return gftdward T, which is generally used in the code for

metastable states. The Nusselt number is converted to a heat transfer coefficient by use of a phasic
hydraulic diameter defined as

D, = 24X phasic crosssec tional area (4.1-75)
hf phasic perimeter ' '

The expression for phasic hydraulic diameter given above incorporates the expression
To¢ = (TT- 6 + sirB coD) (4.1-76)

which can be derived from simple geometric considerations.Rigeee 3.1-2for the definition of angle
0).

Interfacial Area

The volumetric interfacial area is based on simple geometric considerations. It is easily shown that

_ 4sin
f TiD

(4.1-77)

for a smooth interface. A multiplicative parameter is appliegtmahe code to attempt to account for an
increase in g due to a wavy surface. This parameter is represented by fungtiontiich appropriately
increases as | vq)/ve| increases. An evaluation of the validity of functiogy Fequires comparison
with experiment.

4.1.1.7.2 Horizontally-Stratified Subcooled Liquid (SCL, T < T°)--

Model as Coded

Ho= S 0.023 R&? 4.1-78
if_th(' € )y (4.1-78)

where

Dnt, Re, and g are as for horizontally-stratified SHL.
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Model Basis and Assessment

The expression for the Nusselt number for horizontally-stratified SCL is obviously based on the
Dittus-Boelter correlation. The Reynolds number used for the correlation does not employ the phasic
hydraulic diameter, as is the widely accepted practice for this correlation. Furthermore, the Dittus-Boelter
correlation is valid for single-phase flow in solid-boundary ducts and not necessarily for a fluid-fluid

boundary. Developmental assessment against Bankoff's stratified-flow condensation expefiffetits
1 provided an indication of model acceptability. Comparison with further experiments is required for

complete evaluation.

4.1.1.7.3 Horizontally-Stratified Superheated Gas (SHG, T ;> T°)--

Model as Coded

Hig = Dk—:g [0.023 R§®+ h, F, (4) max( 0. 0.25-ay)] ay (4.1-79)
where
Dhg = vapor phase hydraulic diameter
= 1 ,D/(8 + sirB)
Rey = 0gPgD [V - el / g

hiy and Fs are as for bubbly SHG, angds as for horizontally stratified SHL.

Model Basis and Assessment

In the coding, qqg is protected from being 0/0 Whe(@ =0,6=0, and sii = 0.

The Nusselt number upon which the expression fgifét horizontally-stratified SHG is based has
two parts; the first part is the Dittus-Boelter correlation and the second part is a large nyyiaerThe
same criticisms pertaining to horizontally stratified SCL apply, including the fact thas Ret based on
the phasic hydraulic diameter. Thusy I$ basically ad hoc for this thermodynamically stable state.

4.1.1.7.4 Horizontally-Stratified Subcooled Gas (SCG, T <T°)--

g

Model as Coded

Hig = g Fo 2y (4.1-80)

where
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hig and Fs are as for bubbly SHG, and
3yt Is as for horizontally-stratified SHL.

Model Basis and Assessment

The expression for | for this case is the same as for horizontally-stratified SHG (except for the

difference in k5 for a SCG, Appendix 4A). The use of a large Nu to driyéoWard T is consistent with
the treatment of other metastable states.

4.1.1.8 Vertically-Stratified Flow and Transition. The two-phase flow in vertical control
volumes can become vertically stratified for low mass fluxes. If the volume average mixture velocity is
less than the Taylor bubble rise velocity, i.e.,

v
U] (4.1-81)
V1p

where v, and v, are given by Equations (3.2-1) and (3.2-17), respectively, transition to vertically

stratified flow begins. If the criterion in Equation (4.1-81) is not met, the flow is completely unstratified.
The vertical stratification model is not intended to be a mixture-level model.

The correlations used foriHand Hg in the transition regionFgure 3.2-1) are combinations of

those already computed for non-stratified flow and the stratified correlations (Appendix 4A). The
transition region extends down tg/nt, = 1/2 for the stable states (SCL, SHG). The exceptions to this

transition interval are fom; < 0.01 orATg < O for Hy, andATgg > O for Hg. If the liquid temperature is
between one degree K subcooled and one degree K superheated, the final liquid coeffisitre Fesult
of a cubic spline interpolation between the superheated and subcooled result.

4.1.1.8.1 Vertically-Stratified Superheated Liquid (SHL, T > T°)--

Model as Coded

Hit = Nu k ay¢ (1 - F3)/D + Ht reg Fao (4.1-82)
where
REG = flow regime of flow when not vertically stratified, which can be BBY, SLG,

SLG/ANM, ANM, MPR, IAN, IAN/ISL, ISL, MST, MPO, IAN/ISL-SLG, ISL-
SLG/ANM, ANM/MST, BBY/IAN, SLG/ISL (see flow-regime maps§,igure
3.2-1).

Fso = max (R, Fa3,F34)
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Fao = [1.0 - min (1.0, 1064)]

Fas3 = max [0.0, 2.0 min (1.0,p)fVv1p)] - 1.0]
VTb = Taylor bubble rise velocity, Equation (3.2-17)
Vm = Grr/Pm

Gm = O gPglvgl + s Vil

Pm = OgPg * afPf

Faq = min (1.0, -0.5ATy)

L = length of volume cell

A = cross-section area of cell.

Nu = 0.27 (GrP§2°

Gr = oBp?D3 max (I% - T, 0.1)4?

B = max @, 10°)

Pr = MCYK)s

Model Basis and Assessment

Vertical stratification can occur for superheated liquid only in the intervalNBs< 0. Even then, it
is considered to be in a transition state, since the partitioning fungiios ifonzero (Appendix 4A).

The Nusselt number correlatibfi??is for heated plates facing downward and cooled plates facing

upward. It is recommended by McAdams for laminar Grashof numbers in the range of ©:82016°.

Data in the turbulent range are lacking. Use of this condition worked well for the MIT pressurizer problem
(see Volume Il of this manual), but wall condensation was dominant in that problem. Further validation is
needed.

Interfacial Area
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The interfacial area per unit volume for vertically-stratified flow is simply the cross-sectional area of
the control volume divided by its volume, which results in the reciprocal of cell-volume length, L.

4.1.1.8.2 Vertically-Stratified Subcooled Liquid (SCL, T ;< T°)--

Model as Coded

His is as for vertically-stratified SHL.

Model Basis and Assessment

Fully vertically-stratified flow can exist for SCL. The same expression is used for SCL as was used
for SHL, except that the partition function allows fully stratified flow; that is, functigq=F0 for allAT;

> 0, which allows the partition functiorgfrto be zero in low flow conditions arg > 0.01.

4.1.1.8.3 Vertically-Stratified Superheated Gas (SHG, T 4> T°)--

Model as Coded

Hig = Nu kg &yt (1-F35)/D + Hig reg Fas (4.1-83)
where
F35 = max (53, F36)

REG, R3, Nu are as for vertically-stratified SHL except that vapor properties rather than liquid properties
are used to calculate Nu,

Fze = min (1.0, 0.%ATgg)
3yt is as for vertically stratified SHL.

Model Basis and Assessment

The transition kg is analogous to that forHwith the function kg linearly partitioning the
contributions between stratified and unstratified models (Appendix 4A). The interfacial area is the same as

for SHL. Comparison with experimental data is required to evaluate the modelyféorHertically
stratified flow.
4.1.1.8.4 Vertically Stratified Subcooled Gas (SCG, T ;< T°)--

Model as Coded

Hig is as for vertically stratified SHG.
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Model Basis and Assessment

Fully stratified flow for SCG is not recognized; only a transition between stratified and unstratified
flow is recognized (Appendix 4A). Otherwise, the model used for vertically stratified SCG is the same as
for SHG.

4.1.2 Flow-Regime Transitions

A number of transitions between flow regimes are incorporated into RELAP5/MOD3 for purposes of
interfacial heat and mass transfer. These transitions are illustrated schemati€ggjlyrén3.1-1 Figure
3.2-1, andFigure 3.3-1(horizontal, vertical, and high mixing maps, respectively). Included are

Horizontal

1. Slug - annular mist

2. Horizontally-stratified - nonstratified
Vertical

1. Slug - annular-mist

2. Vertically-stratified - nonstratified

3. Inverted-annular - inverted slug

4, Transition boiling regime (post-CHF, pre-dryout)
5. Bubbly - inverted-annular

6. (Inverted-annular - inverted slug) - slug
7. Slug - inverted-slug

8. Inverted-slug - (slug - annular-mist)

9. Annular-mist - dispersed (droplet).

High Mixing Map
. Bubbly - dispersed (droplet)

These transitions are included in the code to prevent the numerical instability which can arise when
abruptly switching from one flow regime to another. In most cases, the correlation from one regime is
exponentially reduced, while that for the other is exponentially increased from a negligible amount to full
value. Power law interpolation is used because the coefficients can often be orders of magnitude apart;
linear interpolation would weight the large value too heavily. The power law interpolation has the form
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1-f

c=cec (4.1-84)

where c, ¢, and ¢ are the coefficients and f takes on values from O to 1. This interpolation is really the
linear interpolation of the logarithms of the two coefficients, that is,

nc=flng+@-f)ing . (4.1-85)

The only exception is the transition from bubbly to dispersed flow for the high mixing map, which
uses linear interpolation. In some cases, three and even four correlations/models are combined to obtain
the volumetric heat transfer coefficients. For instance, the transitional boiling region between slug and the
transition between inverted annular and inverted slug (IAN/ISL-SLG) can undergo transition to vertical
stratification, combining four models to obtaif Bind Hy.

The full details of the transition/combination logic used in the code are found in Appendix 4A.

4.1.3 Time-Smoothing

The constitutive models that are used in most two-phase models are formulated as algebraic
functions of the dependent variables, and the models to be used are selected based on flow-regime
considerations. This can result in discontinuous functions and/or very rapid change in the constitutive
parameters. Naturally, such formulations impact the accuracy of the numerical scheme. An approach in
wide usage to ameliorate the effect of such formulations is time-smoothing (sometimes also called under-
relaxation). This process has been effective in permitting a larger time step and thus achieving faster

running. However, this process can have significant effect on the computed*re8efts24 unless it is
implemented in a time-step insensitive manner.

The code implements time-smoothing of the interfacial heat transfer coefficignemdity by

logarithmically weighting the old time-value of a parameter (denoted by n) with the new time-calculated
value of a parameter (denoted by n+1):

of O
+1 +1 wei
f\r:veight = fZaIcuIatel%f#ghtD (41-86)

calculate

where f is the function to be smoothed &nid the weighting factor. The terff,’;,eight is the old time-value

of the function f, and the terrfrfg‘;cluIated is the new time-calculated value of the function f.

For Hg, the equation fon was developed by Chow and Bryce, documented in Feinauefat4al.,
and assumes the form

N = expe-min{ 0.693 maEA—tmax(O.Olo{f),l.O— min( 1.0a, » 107), min22!, VSE}} O (a.1-87)

T, Uy S0 0
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where
. _ AX
¢ 0.7min(] v, [v{)
. _ 1.0
f [max(g gD¥/ 19}1/2
D

. _ D[g (Pfo— Pg)T/2

0.10536 mi , +10°
Ve _ max g min(] y |Vf|)_7 ]

max(|vg|,|vf|,10 )

In Equation (4.1-87) is a Courant-type of time constant. The tggis large when there is a large

slip velocity between the liquid and gas at low velocities. It is used (see p. 75 of Feinauér'éPal.,
because of the dependence of the calculajedrHthe slip velocity for some regimes. Theterm is a

gravity-related time constant to cover the cases when velocities are low.

If H L > H!, thenn is modified to give

if,calculated

n =n {1.0 + max [-0.5, 0.25 min (0.0°TF Ty)]} . (4.1-88)

This reduces the time smoothing factpby a factor of 2 over a 2.0-degree K range as the liquid
enters the metastable (superheated) state. This helps kekgh¢r when in the metastable state and
drives the liquid back to saturation.

For Hg, Equation (4.1-87) is modified to usg instead ofo; and to use T0instead of 14 If

n+1

Hig, calculated™ Hing , thenn is modified to give
n =n{1.0-25maf 0.0 mif 0.2°FT)]} . (4.1-89)

This reduces the time smoothing factpby a factor of 2 over a 0.2-degree K range as the vapor
enters the metastable (subcooled) state. This helps kg@mher when in the metastable state and drives
the gas back to saturation.

Ransorfi123 and Ransom and Weafléi?* indicated that a time step insensitive procedure is
obtained ifn is of the exponential form
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" (4.1-90)

wheret is a time constant associated with the physical process. Equation (4.1-87) will produce an equation
like Equation (4.1-90) when the min/max logic resulty lbeing exp(At/t;) or exp(At/ts). Otherwise, it is

time-step size dependent and nodalization dependent. Modifications are being tested so that the time-step
size dependency and nodalization dependency will be removed in the future.

4.1.4 Modifications to Correlations--Noncondensable Gas

The presence of a noncondensable gas is represented by the mass frgctbthé<combination of

noncondensable and steam which is attributable to the noncondensable gas. The effects of a
noncondensable gas are represented by multipliers that modify and reduce the volumetric heat transfer
coefficients, kit and Hy. Function i, which is embedded in functiory,Fis an ad hoc modifier for jHfor

bubbly SHL (Appendix 4A). Its influence is felt whenevef tar bubbly flow is used to help define the
overall H; for a flow regime. Further modifications are applied tp ahd Hy for all flow regimes or
transition regimes depending on the thermodynamic state (SHL, SCL, SHG, SCG) as detailed in Appendix
4A, Modifications for Noncondensable Gas. All are ad hoc except the modificatigp far ISCL. This
modification factor (g is from the Vierow-Schrock correlatidn'2® This modification factor is also

used in the wall condensation model.

4.1.5 Modifications to Correlations--Limits

An upper limit has been placed on the liquid interfacial heat transfer coefficignt) Hl the flow

regimes when the liquid is subcooled. This limit is umbrella-shaped so as to force the coefficient to small
values as the void fractiong, approaches zero or one. The expression used is

_ 0 o -1.0x10"0) 0
Hir = min {H;, 17539 max [4.724, 472041 - ag)] » max | 0, minll, ————-01 0 . (4.1-91)
0 0.1-1.0x10 U U

This limit was required to prevent code failures due to water property errors caused by high
condensation rates during N-Reactor simulatbti€” A similar umbrella limit has been used in the

COBRA*128and TRAC-BF1"?°codes. The number 472.4 was arrived at by making the assumption on
bubbly/drop size, the number 4.724 is a lower limit (1% limit), and the number 17539 is the heat transfer

coefficient used for this limit that was in COBRA at the time of the N-Reactor calcutation.

At pressures for a PWR primary loop, this umbrella limit can result in too low an interfacial
condensation rate compared to the subcooled boiling model, which can result in some amounts of steam
remaining in the primary loop. The small amount of steam is unphysical, and it can cause problems with
other models in the code. As a result, a pressure-dependent linear ramp is used that begins ramping off the

umbrella limit at 1250 psia (8.618 x&Pa) and eventually turns it off at 1500 psia (10.342%PH).

a. Private communication, M. J. Thurgood to R. A. Riemke, September 1991.
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A lower limit has been placed on both the liquid¢(Hind vapor (k) interfacial heat transfer
coefficients. The limits are jHyn = Hig min = 0. These values of zero correctly result in no mass transfer
from the phase that is present in single-phase correlations.

Limits are also placed on the interfacial heat transfer coefficients based on a 50% vaporization/
condensation limit. The limits are designed to reduce one of the interfacial heat transfer coefficients if
more than 50% of the liquid would be vaporized on this time step or if more than 50% of the vapor would
be condensed on this time step. This is used to help prevent code failure when a phase disappears. The
method is as follows. First, the mass-per-unit volume from the mass transfer is calculated based on old
temperatures from

H{‘g

(T7"-Ty) +H, (T"-THH

g (4.1-92)
h"—hy 0

D n
term= [0, -
O
For vaporization (term > 0), if term > OcB'p; , the scaling factor AVELFG is computed from

(4.1-93)

For condensation (term < 0), if - term > @&p; (1-X[) , the scaling factor AVELFG is computed
from

0.5a"
AVELFG = — " g

p; M -

For mostly liquid ¢4 < 0.5), H; is modified to use
Hit = Hit « AVELFG (4.1-95)
and for mostly vaporo(g > 0.5), Hy is modified to use
Hig = Hig® AVELFG . (4.1-96)

4.1.6 Modifications to Correlations -- Smoothing Between Superheated and Subcooled

For the bubbly, slug, annular-mist, inverted-annular, inverted-slug, dispersed (droplet), horizontally
stratified, and vertically stratified flow regimes, if the liquid temperature is between one degree K
subcooled and one degree K superheated, the final liquid coefficieist tHe result of a cubic spline

interpolation between the superheated and subcooled result. For the slug and annular mist flow regimes, if
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the gas temperature is between one degree K subcooled and one degree K superheated, the final gas
coefficient Hy is the result of a cubic spline interpolation between the superheated and subcooled result.

The interpolation for both the liquid and gas has the following form:

1-—
Hip = Hinp,subcooled. Hip,sr]uperheated (41-97)
where
2
n = n:(3-2n,)
Ny = max { 0.0, min[ 1.0%(TS—Tp+ 1.0)}}

p is either liquid (f) or gas (g).
4.1.7 Modifications to Correlations -- Vertically Stratified Flow

If a volume is vertically stratified and more liquid is coming into the volume than there is gas
available, then the liquid interfacial heat transfer coefficieptii the volume above the vertically
stratified volume is modified in anticipation that the level will be appearing in the volume. The
modification is of the form

+1 +1
Hinf,above = Hinf,above calculatecf AVEV + H inf,below, vertstrat(l_AVEV) (41'98)
where
max(10%, Topoye—T 0 0 Vi, OO0
AVEV = ( P tabovd [y max{ 0.0 mig! 1.0 200,0-—=L) O
max( 10 , Tbelow_Tf,beIow) U U abovel:| 0
Vabove = volume of the volume above the vertically stratified volume
Viin = volume of gas and liquid increase in the vertically stratified volume - volume of
gas in the vertically stratified volume
N
B o o At
- Z (afj pfjvfj + agjpgjvgj) Aj ° E - ag, below® Vbelow
i f
N = number of junctions connected to the vertically stratified volume
Vpelow = volume of the volume below in the vertically stratified volume.
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4.1.8 Direct Heating

The direct heating between the gas and liquid becomes important when there is noncondensable
present. When /X P, this occurs. The value used for the direct heating heat transfer coefficient is

Hgi = 0 ifois = 0 and [P< Ty or Py < Pyiplepoind

Hgf = 10* W/m?-K otherwise . (4.1-99)

4.1.9 Summary

Table 4.1-1summarizes the interfacial area per unit volumg) @nd the interfacial heat transfer
coefficient for phase p (f) for the various flow regimes. The superscript M indicates that the correlation
has been modified from the literature value.

Table 4.1-1Summary of interfacial areas and heat transfer coeffiGients

‘ Flow Type ‘ agf ‘ hit, sHL ‘ hif.scL ‘ hig,sHG ‘ hig,sca ‘
Bubbly 3.60,,, Lee-Ryley! UnaM 10* (AT 10* f(ATsg
d, Plesset-Zwick
Slug:
Bubbles  3.60,,(1-0;5)  Lee-Ryley UnaM 10* f(ATgy 10* (AT
d, Plesset-Zwick
Taylor 45 1P f(ATy)  Sieder-Tat¥  Lee-Ryley!  10*f(AT
bubble D o (2.0 o o
Annular mist:
Drops 3.60, (1—0y) K (AT.) Brown™ Lee-Ryley!  10% f(ATgy)
d, d, ¢ xf(ATgy)
Liquid 4 12 3x10P° Theofanou¥ Dittus- 10* f(ATgy)
film o (1-ay) "7 (2.9 BoelteM
Inverted
annular:

Bubbles 3.6a,,, L Lee-Ryley! UnaM 104 f(ATgy 10* f(ATgy)
d, (1-0a)  plesset-zwick

Vapor
film

3x1P Dittus- kg kg
(2.9 BoelteM o' (BTs9 p'(ATs)

172

2 (1-ap)
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Table 4.1-1Summary of interfacial areas and heat transfer coeffiéig@entinued)

‘FlowType‘ g ‘ hit, sHL ‘ hit.scL ‘ hig,sHG ‘ hig,sca ‘

Inverted slug:

Drops 3.60 M - -
w1 gy SaT) Brown Lee-Ryle!  Lee-Ryley!
dy D Xf(ATs)
Taylor 45 K Brown™ k k
drop D (¥e) (2.9) of (AT, X(ATo) o (AT 5 (AT
Dispersed 3.60,, K BrownV Lee-Ryley! 10* (AT,
) 2-Mgrp i yle ( sg)
(droplet, mist) d, of (ATs) Xf(ATe) Xf(AToy
Horizontal 4sin® Dittus-Boelter Dittus-Boelter  Dittus-Boelter 1¢g# f(ATsy
stratified ) xf(ATgp 104 f(ATsg
Vertical A, hit REG McAdams McAdams .REG
stratified V2

a. SCL = subcooled liquid; SHL = superheated liquid; SHG = superheated gas; SCG = subcooled gas; M =
modified;f(ATsg) = function ofATgy= T° - Tg; f(ATgy) = function ofATg; = T°- Ty; REG = flow
regime when not vertically stratified.

4.1.10 References

4.1-1. M. S. Plesset and S. A. Zwick, “The Growth of Vapor Bubbles in Superheated Lidoigsal
of Applied Physics, 2%,, 1954, pp. 493-500.

4.1-2. J. G. CollierConvective Boiling and Condensatiddew York: McGraw-Hill Book Co., Inc.,
1972.

4.1-3. K. Lee and D. J. Ryley, “The Evaporation of Water Droplets in Superheated Steamdl of
Heat Transfer, ASMBE\ovember 1968, pp. 445-451.

4.1-4. N. FrosslingThe Gerlands Beitr. Geophys., 3838, p 170.
4.1-5. W. E. Ranz and W. R. Marshall, @hem. Eng. Prog., 483952, pp. 141-146, 173-180.

4.1-6. F. Kreith,Principles of Heat TransfeBrd edition, New York: Intex Educational Publishers,
1973.

4.1-7. V. H. Ransom et alRELAP5/MOD2 Code Manual, Volume 3: Developmental Assessment
Problems EGG-TFM-7952, December 1987.

4-55 NUREG/CR-5535-vV4



RELAP5/MOD3.2

4.1-8.

4.1-9.

4.1-10.

4.1-11.

4.1-12.

4.1-13.

4.1-14.

4.1-15.

4.1-16.

4.1-17.

4.1-18.

4.1-19.

4.1-20.

4.1-21.

4.1-22.

G. B. WallisOne-dimensional Two-phase FloMew York: McGraw Hill Book Co., Inc., 1969.
S. Nukiyama and Y. Tanasawag Trans, Soc. Mech. Engrs. (Japan)l&, 1969, p. 63.

E. KreyszigAdvanced Engineering Mathemati&sh edition, New York: John Wiley and Sons,
1983, p. 918.

J. C. Lin et al.,, “Nonequilibrium Constitutive Models for RELAP5/MODRNS Topical
Meeting on Anticipated and Abnormal Plant Transients in Light Water Reactors, Jackson, WY,
September 26-29, 1983.

H. C. Unal, “Maximum Bubble Diameter, Maximum Bubble-Growth Time and Bubble Growth

Rate During the Subcooled Nucleate Flow Boiling of Water up to 17.7 ¥|NAmternational
Journal of Heat and Mass Transfer, 1976, pp. 643-649.

R. A. Riemke, “Modification to Unal's Subcooled Flow Boiling Bubble Modnliclear
Technology, 1021993, pp. 416-417.

R. T. Lahey, “A Mechanistic Subcooled Boiling Mod@&rbceedings of the 6th International
Heat Transfer Conference, Toronto, Canada, 1%68me 1, pp. 293-297.

G. G. Brucker and E. M. Sparrow, “Direct Contact Condensation of Steam Bubbles in Water at
High Pressure,Int. Journal of Heat Mass Transfer, 21977, pp. 371-381.

M. Ishii and K. MishimaStudy of Two-Fluid Model and Interfacial Ared|JREG/CR-1873,
ANL-80-111, December 1980.

T. G. Theofanous, “Modeling of Basic Condensation ProcesBis,'Water Reactor Safety
Research Workshop on Condensation, Silver Springs, MD, May 24-25, 1979.

L. K. Brumfield, R. N. Houze and T. G. Theofanous, “Turbulent Mass Transfer at Free, Gas-
Liquid Interfaces, with Applications to Film Flowsliiternational Journal of Heat and Mass
Transfer, 181975, pp. 1077-1081.

G. Brown, “Heat Transmission of Condensation of Steam on a Spray of Water Drops,”
Proceedings of the General Discussion on Heat Transfer, 11-13 Septembepd§itshed by
the Institution of Mechanical Engineers, pp. 49-52.

M. Ishii and T. C. Chawlapcal Drag Laws in Dispersed Two-Phase FIBMJREG/CR-1230,
ANL-79-105, 1979.

G. DeJarlais and M. Ishinverted Annular Flow Experimental StutgQJREG/CR-4277, ANL-
85-31, April 1985.

W. H. McAdamsHeat Transmission3rd Edition, New York: McGraw-Hill Book Company,
Inc., 1954.

NUREG/CR-5535-V4 4-56



RELAP5/MOD3.2

4.1-23. V. H RansomCourse A--Numerical Modeling of Two-Phase Flow for Presentation at Ecole
d’Ete d’Analyse Numeriqu&GG-EAST-8546, May 1989.

4.1-24. V. H. Ransom and W. L. Weaver, “Selective Review of LWR Thermal-Hydraulic Simulation
Methods,” Proceedings of the International Topical Meeting on Advances in Reactor Physics,
Mathematics, and Computation, Paris, France, 19§¥,1813-1829.

4.1-25. L. R. Feinauer, W. M. Bryce, D. M. Kiser, R. A. Riemke, and C. C. Psmit Release
Improvements for RELAP5/MODBG&G Internal Report, SE-CMD-001, August 1984.

4.1-26. K. M. Vierow and V. E. Schrock, “Condensation in a Natural Circulation Loop with
Noncondensable Gas Presedgpan - U. S. Seminar on Two-Phase Flow Dynamics, Berkeley,
California, USA, 1992.

4.1-27. R.W. Shumway, J. R. Larson, and J. L. Jacolgapiicability of RELAP5/MOD2 to N-Reactor
Safety AnalysiEGG-TFM-8026, July 1988.

4.1-28. M. J. Thurgood et alCOBRA/TRAC--A Thermal Hydraulic Code for Transient Analysis of
Nuclear Reactor Vessels and Primary Coolant Syst&tdf}EG/CR-2046, PNL-4385, March
1983.

4.1-29. W. L. Weaver et al,RAC-BF1 Manual: Extensions to TRAC-BD1/MONUREG/CR-4391,
EGG-2417, August 1986.

4.2 Wall-to-Fluid Heat Transfer

This section describes the correlations and methods used to obtain the information necessary for the
walls to exchange energy with the fluid. MOD3 uses one set of heat transfer coefficient logic for all wall
surfaces. To avoid discontinuities, reflood surfaces are treated as regular surfaces. Axial conduction is the
only additional feature activated when the reflood flag is tripped.

When a user flags a solid surface as having a convective boundary condition, the heat transfer
coefficients must be calculated and passed to the conduction solution. The liquid and gas energy solutions
include the wall heat flux to liquid or gas. The experimental coefficients used to develop correlations were
determined by obtaining the experimental heat flux and dividing it by a wall-to-reference-temperature
difference. Consequently, when the correlations are used to obtain the code-calculated heat flux, they use
the same reference temperature as the correlation developer used. During boiling, the saturation
temperature based on the total pressure is the reference temperature, and during condensation the
saturation temperature based on the partial pressure is the reference temperature. There are three possible
reference temperatures for each heat transfer coefficient, but for many cases there is only one coefficient
that is nonzero. The general expression for the total wall heat flux is

q:otal = hgg (Tw_Tg) + hgspt(Tw_Tspr) +hgspp(Tw_Tspp)

(4.2-1)
+ hff (Tw _Tf) + hfspt(Tw _Tspg

where
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hgy = heat transfer coefficient to gas, with the gas temperature as the reference
temperature (W/fK)

NGspt = heat transfer coefficient to gas, with the saturation temperature based on the
total pressure as the reference temperature %VWm

hgspp = heat transfer coefficient to gas, with the saturation temperature based on the
steam partial pressure as the reference temperature’{g)/m

hf; = heat transfer coefficient to liquid, with the liquid temperature as the reference
temperature (W/fK)

hfgpt = heat transfer coefficient to liquid, with the saturation temperature based on the
total pressure as the reference temperature %VKI)n

Tw = wall surface temperature (K)

Tg = gas temperature (K)

T¢ = liquid temperature (K)

Tspt = saturation temperature based on the total pressure (K)

Tspp = saturation temperature based on the partial pressure of steam in the bulk (K).

Only one or two of the heat transfer coefficients are nonzero in most flow regimes. For instance,
during nucleate boiling, hfs equal to facand hf is hy,c from the Chen correlation; all the others are

zero except at high void fractions, wherg hgs a value to smooth the transition to steam cooling.

The wall temperature is solved implicitly, and the reference temperature can also be the new time
value if the user so chooses.

A boiling curve is used in RELAP5/MOD3 to govern the selection of heat transfer correlations.
Much of the RELAP5S boiling curve logic is based on the value of the heat slab surface temperature. If
noncondensable gas is present, there is a window region when the wall temperature is too small for boiling
and too high for condensation. This occurs when the temperature is less than the saturation temperature
based on total pressure but greater than the saturation temperature based on steam partidigreesure.
4.2-1illustrates the curve.

The heat transfer package in RELAP5/MOD3 uses heat transfer correlations that are based on fully
developed steady-state flow, where entrance length effects are not considered except for the calculation of
CHF.
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Boiling region
A CHF point

Transition

Log heat flux

Film

-

log [Tspp- Tul log [Ty, - Tspd

Condensing region

Convection region

Figure 4.2-1RELAPS5 boiling and condensing curves.

4.2.1 Logic for Selection of Heat Transfer Modes

The following list gives the RELAPS heat transfer mode numbers. Mode numbers indicate which
regime is being used to transfer heat between heat structure surfaces and the circulating fluid contained in
the reactor primary and secondary systems. These mode numbers are printed on the major edits.

Mode O Convection to noncondensable-steam-water mixture

Mode 1 Single-phase liquid convection at critical and supercritical pressure
Mode 2 Single-phase liquid convection at subcritical pressure

Mode 3 Subcooled nucleate boiling

Mode 4 Saturated nucleate boiling

Mode 5 Subcooled transition boiling

Mode 6 Saturated transition boiling

Mode 7 Subcooled film boiling

Mode 8 Saturated film boiling
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Mode 9 Single-phase vapor or supercritical two-phase convection
Mode 10 Condensation when void is less than one
Mode 11 Condensation when void is one.

If the noncondensable quality (based on gas mass) is greater than 0.000000001, then 20 is added to
the mode number. Thus, the mode number could be 20 to 31. This number is increased by another 40 if the
reflood flag is setFigure 4.2-2is a schematic diagram showing the logic built into the code to select the
appropriate heat transfer mode. The capitalized names in the boxes are names of subroutines. The variables
are

T = TRUE

F = FALSE

hrg = saturated enthalpy difference between steam and liquid
Xn = noncondensable mass quality

Xe = thermodynamic equilibrium quality

Og = gas void fraction

Tw = wall temperature

Tspt = steam saturation temperature based on total pressure
Tspp = steam saturation temperature based on steam partial pressure
T¢ = liquid temperature

CHF = critical heat flux

q’ = heat flux

g"FB = film boiling heat flux

g'TB = transition boiling heat flux

Geom = type of hydraulic cell

10 = single phase.
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Most of this logic is built into the HTRC1 subroutine. The heat transfer coefficients are determined
in one of five subroutines: DITTUS, PREDNB, PREBUN, PSTDNB, and CONDEN. Subroutine
CONDEN calculates the coefficients when the wall temperature is below the saturation temperature based
on the partial pressure of steam. DITTUS is called for single-phase liquid or vapor conditions. PREDNB
contains the nucleate boiling correlations for all surfaces except horizontal bundles and PREBUN is used
for the outer surface of horizontal bundles of rods or tubes. PSTDNB has the transition and film boiling
correlations. Subroutine CHFKUT calculates CHF for horizontal bundles and CHFCAL determines the
CHF for all other surfaces using a table lookup method. Subroutine SUBOIL calculates the vapor
generation rate in the superheated liquid next to the wall when the bulk liquid is subcooled. The convective
correlations used for each of the 12 mode numbers, are giablm4.2-1

Table 4.2-1Wall convection heat transfer mode numbers .

Mode Heat transfer .
number phenomena Correlations
0 Noncondensable-steam-water Kays,4-2'1 Dittus-Boelte*22ESDU?, Shatf23
Churchill-Chu??4McAdam§2>
1 Supercritical or single-phase Same as mode 0
liquid
2 Single-phase liquid or Same as mode 0
subcooled wall with voidg<0.1
3 Subcooled nucleate boiling Cherf-2-6
4 Saturated nucleate boiling Same as mode 3
5 Subcooled transition boiling Chen-Sundaram-Ozkayrfak’
6 Saturated transition boiling Same as mode 5
7 Subcooled film boiling Bromley*?® Sun-Gonzales-Tiehi2-®and mode 0
Correlations
8 Saturated film boiling Same as mode 7
9 Supercritical two-phase or Same as mode 0
single phase gas
10 Filmwise condensation Nusselt+2-19shaht-2-11 Colburn-Hougefr?12
11 Condensation in steam Same as mode 10
3,4 for Nucleate boiling Forster-Zubef, > *3Polley-Ralston-Grarft2-14
horizontal ESDLA
bundles

a. ESDU (Engineering Science Data Unit, 73031, Nov 1973; ESDU International Plc, 27, Corsham Street,
London, N1 6UA)
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The correlation set appropriate for a specific surface depends on the hydraulic geometry of the
adjacent fluid. The following text discusses geometry and presents the correlations used to calculate the
heat transfer for a specific mode. For each mode, the text provides the code model or correlation basis and
model as coded.

4.2.2 Hydraulic Geometry

An important factor that effects the magnitude of heat transfer coefficients, besides obvious
parameters such as velocity, is the flow field or hydraulic geometry surrounding the surface. The flow field
next to the wall influences the velocity profile and turbulence. The two basic types of fields are internal
and external as shown ifable 4.2-2 Pipes can be any shape, but RELAP5 has correlations for only
circular pipes. Parallel plates are a special case of annuli; i.e., in the limit as the annuli inner radius gets
large the flow field is the same as flow between parallel plates. Spheres are shown in the table, and
RELAPS is capable of solving the conduction solution for spheres, but no convection correlations
specifically for spheres are currently in the code.

Table 4.2-2Hydraulic geometries.

Flow field Hardware

Internal Pipe: Horizontal, Vertical, Helical

Parallel Plates: Horizontal, Vertical

Annuli: Horizontal, Vertical; Inner Wall Heated, Outer Wall Heated

Spheres: Horizontal, Vertical

External Spheres: Horizontal, Vertical

Single Plate: Horizontal, Vertical, Heated, Cooled

Single Tube: Horizontal, Vertical; with Crossflow, without Crossflow

Tube Bundle: Horizontal, Vertical, Helical; Square Pitch, Staggered Pitch;
with Crossflow, without Crossflow

To help users communicate the flow field geometry types to the code, a numbering system has been
set up for some of the possible geometries. The numbering scheme is

. Standard
- 1,100, or 101
. Vertical structures

- 103 infinite parallel plates
- 104 single wall

- 105 annuli with this wall unheated
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- 106

- 107

- 108

- 109

- 110

- 111

- 112

- 113

- 114

annuli with this outer wall heated

annuli with this inner wall heated

single rod

single rod with crossflow

bundle with in-line rods, parallel flow correlations only
bundle with in-line rods, parallel and crossflow

bundle with staggered rods, parallel flow correlations only
bundle with staggered rods, parallel and crossflow

helical pipe

. Horizontal Structures

- 121

- 122

- 1283

- 124

- 130

- 131

- 132

- 133

- 134

- 135

- 136

- 137

Coding has been implemented for only a few of the numbers. Numbers are assigned to geometries
for which there are no special correlations implemented simply for future development planning purposes.

NUREG/CR-5535-V4

annuli with this wall unheated
annuli with this outer wall heated
annuli with this inner wall heated
bundle (CANDU)

plate above fluid

plate below fluid

single tube

single tube with crossflow

bundle with in-line rods or tubes, crossflow and parallel-flow

bundle with in-line rods or tubes, crossflow only

bundle with staggered rods or tubes, crossflow and parallel-flow

bundle with staggered rods or tubes, crossflow only
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Most of the numbers default to another number. Users normally run with a 1 or 100. These two values are
still accepted so that old decks will run. They both default to 101. The other numbers are used to modify
some of the standard correlations in 101. Churchill-Chu is usually used for natural convection; if the
connecting hydrodynamic volume is horizontal or 121-133 is chosen, McAdams is used for natural
convection. Nusselt-Shah-Coburn-Hougen is used for condensation; if the connecting hydrodynamic
volume is horizontal, Chato-Shah-Coburn-Hougen is used. The code currently gives specific consideration
for only those geometry numbers underlinedable 4.2-3 The other numbers in a table cell default to the
underlined number. The name of the correlation is given for each mode of heat transfer and the
correlations are discussed in the following sections.

Table 4.2-3Available RELAPS wall heat transfer correlations.

Mode of heat transfer
°
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1, 100,101, Sellars C-Chu or Dittus- Nusselt/ Chen Chen| Bromley| Table
104-109, 114 Nu=4.36 McAdams | Boelter Chato-
Shah-
Coburn-
Hougen
121-133130 Sellars McAdams Dittus- " " " " Table
Boelter
110, 112 " C-Chu or DB- " Chen-
McAdams | Inayatov Inayatov
111, 113 " " DB-
Inayatov-
Shah
134-137 " " DB- " Polly " " Folkin
ESDU

4.2.3 Geometry 101, Default Geometry

Geometry 1, 100, and 101 are the standard convective boundary types used by all previous input
decks. The current number 101 yields the same results as 1, 100, or 101 used previously. The correlations
for each heat transfer regime are presented below.

4.2.3.1 Geometry 101, Correlations for Single-Phase Liquid At Supercritical and
Subcritical Pressure (Modes 1 and 2), Single-Phase Vapor (Mode 9), and Noncondensable-
Steam-Water Mixture (Mode 0). The DITTUS subroutine calculates heat transfer coefficients for
single-phase and noncondensable-steam-water mixtures. There are correlations for forced turbulent and
laminar convection and free convection. Using the maximum value ensures a smooth transition between

correlations and follows the suggestion by Raithby and Hollands in Handbook of Heat Tanster:
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Nu = max (Nyprced NUieo (4.2-2)
where

Nu = Nusselt number = hD/k

k = fluid thermal conductivity

h = surface heat transfer coefficient

D = heated equivalent diameter = 4 cated

Acs = flow area

Pheated = perimeter of heated surface.

Liquid properties are used for supercritical water, and steam properties are used when the void
fraction is above zero.

4.2.3.1.1 Geometry 101, Turbulent Forced Convection Model Basis  --The Dittus-Boelter

correlatiof->? was originally derived for turbulent flow in smooth tubes for application to automobile
radiators. It takes the form

Nu = C R&%p" (4.2-3)
where

C = coefficient

Re = Reynolds Number = G/

Pr = Prandtl Number gCy/k

G = mass flux

V1 = viscosity

Co = specific heat.

The physical properties are evaluated at the bulk fluid temperature; n = 0.4 for heating and 0.3 for
cooling.

The correlation was developed from data from the literature for heating 4fater®-2-1’heating
and cooling water and dlt218and heating and cooling gases. The data obtained were for long tubes with
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an average conductance obtained using a log mean temperature difference. Some of the data were reported
by Stanton in 1897. The conditions for the data are

. McAdams-Frogt2-16

Fluid - water (heating)

- Coefficient - 850 to 15,300 WAYK
- Tube ID - 0.0095, 0.0127, 0.0254 m
- Velocity - 0.183 to 6.1 m/s
- Data scatter ~40%
- Data points - ~60
. McAdams-Frogt2-17
- Fluid - water (heating)
- Tube ID - 0.0074 t0 0.0145 m
- Tubelength-0.44t01.24 m
- Fluid velocity - 0.065 to 4.9 m/s
- Coefficient - 840 to 20,700 W/K
. Morris-Whitmarf-2-18
- Fluids - water, miscellaneous oils
- TubeID-0.0157 m
- Tube length - 2.74 m

. Heating parameters

- Velocity - 0.27 to 5.98 m/s

Fluid temperature - 301 to 349 K

- Coefficient - 227 to 8860 WAK
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- Data points - 56

. Cooling parameters

Velocity - 034 to 5.15 m/s

Fluid temperature - 319 to 540 K

- Coefficient - 80 to 3975 WK
- Data points - 62

- Literature fluids - unspecified gases

- Pressure range - 10,342 to 1.31 { p@

- Temperature range - 289 to 1,033 K

- Mass velocity range - 0.98 to 32.2 kg/ésm
- Tube ID range - 0.0127 to 0.152 m
- Number of data points - unspecified.

The correlation was obtained by drawing mean curves through the heating and cooling data of
Morris and Whitmarf:218The data oReference 4.2-1GindReference 4.2-17and gas data were plotted
against the mean curves to evaluate the applicability of the correlation to other data. Attempts were made
to improve the correspondenceRéference 4.2-18lata to the correlation based on using the wall, bulk
fluid, or average film temperature for property evaluation, but no improvement was noted. Manipulation of
the data also did not eliminate the need for separate curves for correlating heating and cooling. No mention
was made concerning the deviation between the data and the correlation.

The value of the constant C = 0.023 is found in McAdaR3.

As reported by Kreittf;21° Equation (4.2-3) has been confirmed experimentally for a variety of
fluids to within+ 25% for uniform wall temperature as well as uniform heat flux conditions with moderate
temperature differences between the wall and fluid (constant property conditions) within the following
ranges of parameters:

0.7<Pr<160

Re > 6000

L/D > 60.
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At very small temperature differences (near adiabatic) in air and helium, results of R‘éﬁﬁBlds
were well correlated by the form of Equation (4.2-3) using a constant of 0.021 instead of 0.023. The test
conditions were

Tube ID - 0.00584 m

Tube length - 0.635 m
. Pressure - 0.689 to 0.965 MPa

. Temperature - 298 K.

Sleicher and Rouéé ?lindicate that the correlation likely overpredicts heat transfer coefficients for
gases by 10-25% at moderate-to-high temperature differences.

The Dittus-Boelter equation was tested by Larsen and*Editlagainst water vapor data while
being heated for the following conditions:

. Tube ID - 0.0127 m

. Tube length - 0.914 m

. Pressure - 0.17, 0.34, 0.51 MPa

. Inlet temperature - 422, 644, 867 K
. Mass velocity - 2.3 to 54.2 kg/sém

. Re - 1900 to 35,000

. Heat flux - 7569 to 97,760 W/m

. Wall temperature - 478 to 1256 K

. Vapor temperature - 422 to 1089 K
. Pr-0.7-1.1.

The data for Re > 6000 fit the analysis withi®% when a thermal radiation model was included.

Heat transfer from a heated tube wall to superheated, single-phase steam during turbulent forced

convection has been experimentally obtained and correlated by HeifiéiAamhe data were taken for
the conditions as follows:

. Tube ID - 0.00846 m

. Tube length - 0.3048 m
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. Pressure - 2.07 to 10.34 MPa

. Temperature - 255 to 755 K

. Superheat - 296 to 334 K

. Wall temperature - 616 to 972 K

. Heat flux - 0.157 to 0.905 MW/n

. Mass velocity - 195 to 1074 kg/sém
. Re - 60,000 to 370,000.

Heineman used the data to develop a correlation having the same form as Equation (4.2-3), which
fits the steam data within 10%.

4.2.3.1.2 Geometry 101, Turbulent Forced Convection Model as Coded  --The model is
coded as presented with n = 0.4 for all usage.

The mass flux used in the Reynolds number is increased in two-phase flow cases where the DITTUS
subroutine is called with the mode flag set to 9 or greater, indicating a gas condition. This occurs when
CONDEN, PREDNB, or PSTDNB call DITTUS. In these cases, the liquid mass flux times the gas-to-
liquid density ratio is added to the vapor mass flux. This effectively converts the Dittus-Boelter condition

into the Dougall-Rohsendt? 24 condition, as is done in the TRAC cod&s2®

Deissler and Taylor's analyéi§2% and experiments by Weismdrfi2’ indicate that for turbulent
forced convection of water exterior and parallel to a rod bundle, the heat transfer coefficients value is a
function of the rod spacing to diameter ratio. For spacing/diameter ratios typical of Rél&=nce 4.2-
27 indicates the increase in the heat transfer coefficients could be ~30%. Surfaces that are flagged as
vertical rod bundles (discussed later) increase the turbulent heat transfer value by use of a pitch-to-

diameter ratio multiplier developed by Inayaft®728

The assumption is made that the form of the equation for heating is satisfactory for cooling also.
Therefore, the correlation is coded with the exponent on the Prandtl number n = 0.4. The use of n = 0.4
instead of 0.3 for cooling applications results in a 15% higher prediction for vapor and 10% higher for
liquid at 17.24 MPa (2500 psia). For fluid at a lower saturation pressure or at a superheated temperature,
the difference caused by n diminishes significantly.

There are other situations besides cooling that are not accounted for. These include entrance effects,
laminar-turbulent transition and mixed forced, and free convection. The entrance effect can be important in
the first 20 diameters. Fortunately, important reactor energy exchange surfaces such as the core and steam
generator are hundreds of diameters long.

In the region between forced laminar and turbulent flow, the Dittus-Boelter equation will over-
predict. However, helium flow in a small tube has been characterized by the form of the Dittus-Boelter

equation with a constant of 0.021 to an accuragy4 at Re > 300072% For Re < 2100, only a laminar
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flow coefficient would be correct. This transition is illustrated for aiReference 4.2-19p. 289. The
code switches between laminar and turbulent at Re between 350 and 700. These values are obtained by
equating the Nusselt numbers and solving for Re for the range of Pr likely for water and vapor.

When equality of the Grashof (Gr) number and Beists, the buoyancy forces and drag forces

affecting the velocity profile are of the same order of magnitufd@ The transition encompasses a
significant range in Gr and Re for various geometries. Specific transitional values are known for vertical
concurrent flow. The effects of combined free and forced convection are different for opposing flow and
result in significant changes in the value of the heat transfer coefficient.

4.2.3.1.3 Geometry 101, Laminar Forced Convection Model Basis  --The model is an exact
solution for fully developed laminar flow in a tube with a uniform wall heat flux and constant thermal

properties developed by Sellars, Tribus, and Kieiit® The solution takes the form

Nu = 4.36 (4.2-4)
Nu = hD/k
h = heat transfer coefficient
D = equivalent diameter
k = fluid thermal conductivity based on bulk temperature.

Some data exist to indicate that the solution is correct. For example, Shtiftvayrovides a
comparison for helium flow in a tube. The solution is confirmed to withioo.

4.2.3.1.4 Geometry 101, Laminar Forced Convection Model as Coded  --The correlation is
applied as presented.

The practice of using the hydraulic diameter in correlations to account for various geometries is not

valid for laminar flow*?32 Thus, the exact solution for flow in a tube does not necessarily apply to
rectangular or triangular ducts.

For laminar flow with small heat transfer coefficients (h), entrance effects become more important
than for turbulent flow. Neglecting the entrance length for a developing parabolic velocity profile has a
pronounced effect on the average h over the length. Based on information presented‘h‘?'i’@ﬁidnn
the analytical solutions of Kays’!the h as modeled can be 30 to 75% low, depending on Pr over the
several feet of length required to develop the proReference 4.2-33also presents a correlation for
viscous flow in tubes, which includes the effect of the entrance length and with h decreasing along the
length.

The wall boundary condition is also important. For comparison, the average h for a constant wall
temperature is ~80% of the h for the constant heat flux assumption. Neither ideal condition applies directly
to reactor conditions, but the constant heat flux assumption used in this correlation will result in the higher
value of h.
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The transition to free or natural convection flow occurs over a range of conditions as a function of Re
and Gr. The h is also a function of the forced and free convection component directions (same or opposite)
and entrance length effects. Currently, RELAP5 does not account for these factors.

4.2.3.1.5 Geometry 101, Natural Convection Model Basis-- A user input convective
boundary type of 1, 100 or, 101 uses one free convection correlation if the connecting hydraulic cell is
vertical and another if it is horizontal. When the connecting hydraulic cell is vertical, the Churchill and

Chu correlatiofr?24is used. When the cell is horizontal, a McAdams correlation is used.

The Churchill-Chu correlation was developed for a vertical flat plate, and has the form

0 } g
0.387( Rg)°
Nu, = %).825 (Ra) 8% (4.2-5)
O 21270
0 L, 0049203 7'F
where
Ra = Rayleigh number = GrPr
Pr = Prandtl number pCy/k
Gr = Grashof number

p°gB (T, - T, L’

Gr, = " (4.2-6)
M = fluid viscosity
Co = fluid specific heat at constant pressure
k = fluid thermal conductivity
p = fluid density
B = coefficient of thermal expansion
g = gravitational constant
L = the significant length

NUREG/CR-5535-V4 4-72



RELAP5/MOD3.2

wall temperature

Tw

Ty bulk temperature.

The McAdamé2-° correlation is for a flat plate with energy flowing in the direction of the gravity
vector.

0.25

Nu, = 0.27R&% . (4.2-7)

The Churchill-Chu correlation is reported to be valid over the full laminar and turbulent Rayleigh
number range. The authors show good comparisons with data over a wide range but do not quote accuracy

values. The applicable range of the McAdams correlation is between a Rayleigh numBeraf 18°,

4.2.3.1.6 Geometry 101, Natural Convection Model as Coded-- The model is coded as
shown. The properties are evaluated at the bulk fluid temperature. The value of length used in the
correlations is controlled by the user on the 801 and 901 cards. If no values are entered for the natural
convection length it defaults to the heated diameter. The Churchill-Chu correlation needs a plate height.

Incropera and DeWﬁt2'34suggest length = surface area/perimeter for the McAdams correlation. Equation

(4.2-7) does not apply to heat transfer inside of horizontal cylinders or for horizontal plates when the
energy flow is vertically up. Additional correlations need to be implemented for pipes, tube bundles, and
flat plates with energy flowing against the gravity vector. Use of the correlations in the code is not limited
by the value of the Rayleigh number.

4.2.3.2 Geometry 101, Correlations for Saturated Nucleate Boiling (Mode 4) and
Subcooled Nucleate Boiling (Mode 3).  The Chen correlatidr?®is used for saturated and subcooled
nucleate boiling. Although the correlation was based on saturated liquid conditions, it is used for
subcooled liquid conditions by using the bulk liquid temperature as the reference temperature for the
convective part of the correlation. The wall is viewed as fully wetted by water except for vertically
stratified conditions or, as the void fraction goes above 0.99, the heat transfer coefficient to liquid is
ramped to zero aty = 0.999, and the heat transfer coefficient to vapor is ramped up to the value obtained

from the DITTUS subroutine.

4.2.3.2.1 Geometry 101, Saturated Nucleate Boiling Model Basis-- The nucleate boiling
correlation proposed by Chen has a macroscopic convection term plus a microscopic boiling term:

q" = Mpac(Tw—Tspd F+ e (T =Tsp) S (4.2-8)

Chen chose Dittus-Boelter times a Reynolds number factor, F, for the convection part and Forster-
Zubef+2"13pool boiling times a suppression factor, S, for the boiling part, whepdsthe Dittus-Boelter
equation, Equation (4.2-3), and the Forster-Zuber equation is
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0.79~0.45_0.49_0.25

KO7°C
h.. = 0001220t —et Pr_9_1F\p02e,po7s (4.2-9)

0.5 0.29h0.24 0.24 w
f fg pg

where the subscript f means liquid, and the subscript g means gas, and

AT, = Ty minus Tgy (based on total pressure)

AP = pressure based on wall temperature minus total pressure.

A plot of the F factor is shown Frigure 4.2-3
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Figure 4.2-3Reynolds number factor, F.

The suppression factor shownHigure 4.2-4 is the ratio of effective superheat to wall superheat.
The S factor accounts for decreased boiling heat transfer because the effective superheat across the
boundary layer is less than the superheat based on a wall temperature.

The F and S factors were determined by an iterative process. First, F was calculated assuming a
functional relationship with the Martinelli flow parametgg, and the ratio of the two-phase to liquid
Reynolds numbers. With F determined, the convective component was extracted from the total heat
transfer, leaving the boiling component. Then, S was determined assuming it to be a function of the local
two-phase Re. The process was continued for 10 iterations. The solid lines drawn through the data ranges
of Figure 4.2-3andFigure 4.2-4were taken as the values for F and S.

Table 4.2-dindicates data for water, for which the correlation was developed andtésted2-3°

The mean percent deviations between the correlation and the data sets are presented in the last column.
Table 4.2-4presents nonwater data used in development and testing of the Chen coftéiatithe data
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Figure 4.2-4Suppression factor, S.

ranges indicate that for little high-pressure data were used to develop and test the correlation. The mean
deviation for all the data considered is stated as 11.6%.

Recent developmeht 4! has extended the database over which the correlation has been exposed.
The maximum pressure of the database was increased to 7.0 MPa for saturated water. The specific effect of
this comparison was not noted.

Table 4.2-4Range of conditions tested by Chen for water data .

Liquid . Heat Average
Reference  Geometry di::elg;\(l)n P(rl\e/lsps;)re velocity Q?(Z)I)'ty flux error
(m/s) (KW/m?) (%)
Dengler- Tube Up 0.05-0.27  0.06-1.5 15-71 88-63 14.7
Addoms
Schrock- Tube Up 0.29-3.48 0.24-4.5 3-50 205-240 15.1
Grossman
Sani Tube Down 0.11-0.21 0.24-0.82 2-14 44-158 8.5
Bennett Annulus Up 0.10-0.24 0.06-0.27 1-59 55-101 10.8
et.al.
Wright Tube Down 0.11-0.47 0.54-3.41 1-19 41-278 15.4
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Table 4.2-5Range of conditions for nonwater data used in testing Chen correlation .

iqui . Heat
Tl i T R vl
(MPa) (m/s) (kW/m?) (%)
Methanol A 0.013 0.3-0.76 1-4 22-56 11.3
Cyclohexane 1 0.026 0.4-0.85 2-10 9-41 13.6
Pentane A 0.031 0.27-0.67 2-12 9-390 6.3
Heptane 1 0.038 0.3-0.73 2-10 6-30 11.0
Benzene 1 0.021 0.3-0.73 2-9 13-43 11.9

4.2.3.2.2 Geometry 101, Saturated Nucleate Boiling Model as Coded-- The model is
coded as expressed above, subject to the modifications as explained below.

Chen'’s original paper presented S and F in graphical form, and Butterworth made the curve fits given
by Equations (4.2-10) and (4.2-12) as reported by Bjornard and Gfiffiff.

The suppression factor S makes use of the F factor

0 (1+012Rg) - Re, <32.5
— ) -1 )
S = U(1+042RE 32.5 < Re, <70 (4.2-10)
. 00797  Rg=70
where
Reyp = min (70, 1¢f Rg F-2) (4.2-11)
Re = G¢D/py,

Gt liquid mass flux.

At Re, = 70, S is 0.0797, not 0.1, as given by Bjornard and Gritfti2 This avoids a
discontinuity.

The F factor comes from the inverse of the Lockhart-Martfh&fPfactory;.

F = 2.35(x+0.213 > (4.2-12)

where
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a1 _ 0Gymes P g P
Xe = Og.0 [p.0 qu (4.2-13)
f g f

)(t_t1 is limited to 100 and, if it is less than 0.1, F is set to 1.0.

The mac term uses the Dittus-Boelter equation unless the liquid Reynolds number is less than one
million, then it calls the DITTUS subroutine and uses the maximum of laminar and turbulent forced
convection and natural convection. Thus, when the liquid Reynolds number is zero, the mac term will be
nonzero. Calling DITTUS at low Reynolds numbers helps smooth the transition between boiling and
forced convection.

Where the code flow regime model indicates that vertical stratified flow exists or the level model is
on in the cell connected to the heat structure, the code combines the coefficients above the level with those
below the level. Above the level, the maximum of the Dittus-Boelter equation and the Bayley natural
convection equation are used. The Bayley equation is

Nu = 0.1 RA-3333 (4.2-14)

It was developed for air with Grashof numbers abovt When vertical stratified flow exists, the
above level coefficient is reduced by the gas void fraction and the Chen coefficients below the level are
reduced by the liquid void fraction. When the level model is on, the level fractional height within the cell is
used as the multiplier on Chen instead of the liquid void fraction, and one minus this value multiplies the
gas region value. Note that the level model does not have to be “on” in order for there to be a vertical
stratified flow regime.

Between a wall superheat value of 0 and 1 K, the F factor is ramped between 1.0 and its full value. It
is ramped to 1.0 at zero degrees superheat so that the mac term will match the mac term calculated in
CONDEN as the wall temperature crosses the saturation value. CONDEN values are also ramped as the
wall subcooling disappears.

4.2.3.2.3 Geometry 101, Subcooled Nucleate Boiling Model Basis-- The subcooled
boiling model was developed to generate bubbles in the superheated liquid next to the wall. A special
model was needed because RELAP5 can only track the bulk liquid temperature. Actually, there is a
superheated liquid layer next to the hot wall that is a source of steam. The model basis is the same as for
saturated nucleate boiling expressed by Equation (4.2-8), with changes proposed by Bjornard and

Griffith; #2"4?set F to one and use the total mass flux in the Reynolds number.

The correlation has been tested with some water, ammonia, and n-butyl alcohol fluid data by Moles
and Shawt:2**The data scatter was large (+180 to -60%), with the data generally being underpredicted.

4.2.3.2.4 Geometry 101, Subcooled Nucleate Boiling Model as Coded-- The coding
follows Collier and Butterworth’2-4>suggestion for subcooled liquid conditions by usiggThquiq
instead of T4 - Tspras the driving potential for the convection term.
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Using the model exactly as suggested could result in unacceptable discontinuities. Between a liquid
subcooling of zero and 5 K, the Chen F factor is linearly modified from the correlation value to 1.0, as
follows:

Tspt> Ts > (Tspt' 5) F'=F-0.2( Tspt_Tf) (F-1)
Tt < (Tgpt- 5) F=1. (4.2-15)

The functional relationship is shownhigure 4.2-5 This procedure provides smoothing of F for the
liquid forced convection h if the fluid temperature falls betweggand T, - 5. Also, under subcooled

conditions, the mass flux in the Reynolds number continues to be the liquid mass flux.

FI

| | Rl
1.0 15 2.0 100

Figure 4.2-5Modified Chen F factoF’ as a function of F and subcoollfig = Tgp- Ty).

The modification resulting in the factor can result in a larger multiplying factor than

recommended for subcooling between 0 and an arbitrary 5 K. The modification does result in a smooth
transition between subcooled and saturated forced convection as the subcooling goes to zero.

4.2.3.3 Geometry 101, Correlations for Subcooled Transition Boiling (Mode 5) and
Saturated Transition Boiling (Mode 6). The heat fluxes for both transition and film boiling are
evaluated in subroutine PSTDNB. When transition boiling flux is the highest, the mode number is either 5
or 6. The same correlation is applied to saturated and subcooled flow.

4.2.3.3.1 Geometry 101, Transition Boiling Model Basis-- The Chen transition boiling

modef+27 considers the total transition boiling heat transfer to be the sum of individual components, one
describing wall heat transfer to the liquid and a second describing the wall heat transfer to the vapor.
Radiative heat transfer from wall to fluid is not specifically described in the model, as it is estimated to be
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less than 10% of the total. Whatever radiation effects are present are lumped into the liquid and vapor heat
transfer components.

The development of the Chen transition boiling model is stated to be primarily applicable to a
dispersed flow regime, where liquid droplets are suspended in a bulk vapor stream. It is recognized that an
inverse annular flow regime, where a vapor film separates a bulk liquid core from the wall, may be present
near the CHF point. Nonequilibrium phase states are treated through the apportioning of heat energy to the
individual phases. The model is expressed as

O = Artlr + hoy(TwTg)(1-Af) (4.2-16)
where

Oty = transition boiling heat flux

A¢ = fractional wall wetted area

hgy = heat transfer coefficient to gas (from DITTUS routine).

The g term is a complex mechanistic relationship predicting the average heat flux during the time of

contact between the liquid and the wall. The heat removal process is described by a three-step model
considering a prenucleation period, a bubble growth period, and a film evaporation period.

A; is dependent on the amount of liquid present at any instant at a particular section of the heated
tube and on the probability of this liquid contacting the hot walls&mpirically correlated as

05
e—)\ (Ty=Tepd

A =

A = maxQA1,A»)

A = C, - GG

Ay = C3G/10P (G is mass flux in jighr-ft?)
C = 2.4G,

C, = 0.05/(1-04*% + 0.0750,

Cs = 026G

Og = gas void fraction.
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The G and G coefficients are correctly given above but are not correRefierence 4.2-%.
The void fractiorng is calculated assuming homogeneous flow.
The hg, term in Equation (4.2-16) is based on the Reynolds analogy for forced turbulent vapor flow

in a duct with the Colburn suggested”?’factor multiplying the Stanton number. The analogy takes the
form

TwiIN

NI—

(4.2-17)

where f is the Fanning friction factor. The model uses an explicit form for f, which approximates the work
of Beatti€¢>*6 who developed friction factors for two-phase post-CHF conditions. The form is f =
0.037 R&17. The coefficient for wall-to-vapor heat transfer then takes the form

hgy = 0.0185 R&&3pr/3 . (4.2-18)

This hgg term is replaced in the code adaptation, which will be discussed in the next section, and thus
it will not be described further here.
The Chen transition boiling model was compared to data (4167 points) from eight sources for water

flowing in tubes with a mean deviatfdof 16.0% Table 4.2-6lists the parameter ranges.

Table 4.2-6Chen transition boiling correlation database.

Vertical tube
Upward
Heat flux controlled, uniform heat flux at the wall

Geometry:
Flow:
Experimental method:

System Tube Mass flux _ Heat flux
Data source| pressure | diameter 103 quﬂgﬂ;m 10° p[())?rt?s
(MPa) (cm) (kg/m?-s) (W/m?)
B&W 0.42-10.4 1.27 40.7-678 0.675-1.728 1.00-6.6 904
Bennett 6.89 1.26 380-5235 0.30-0.9 3.47-20. 1111
Bennett & 6.77-7.03 1.26 1112-1871 0.516-1.083 1.29-14. 73
Kearsey
Bertoletti 6.89 0.488 1085-3946 0.383-0.90 1.36-15. 65

a. Private communication, J. C. Chen to R. W. Shumway, May, 1988.
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Table 4.2-6Chen transition boiling correlation database. (Continued)

Geometry: Vertical tube
Flow: Upward
Experimental method: Heat flux controlled, uniform heat flux at the wall
System Tube Mass flux o Heat flux
Data source| pressure diameter 10° quﬂ';“rt';m 10° p%?r&?s
(MPa) (cm) (kg/m?-s) (W/m?)
Bishop 16.6-19.5 0.91-0.25 2034-337) 0.16-0.96 8.92-16.6 43
Era 6.89-7.28 0.60 1098-3024 0.456-1.238 2.09-16|5 576
Jansson 0.64-7.07 1.27 16.3-1024 0.392-1.634 0.34-9/97 836
Herkenrath 14.0-19.5 1.0-2.0 693-3526 0.151-1.270 2.58-16.6 550

4.2.3.3.2 Geometry 101, Transition Boiling Model as Coded--  Total wall heat flux, g, is
obtained from components describing the wall-to-liquid heat flux and wall-to-vapor heat flux, as follows:

Otp = GcHr A Mt + hgy (Ty, - Tg) (1 - A¢ Mg) . (4.2-19)

The term ¢g corresponds to the boiling critical heat flux calculated for the current local conditions.

This substitution simplifies the computational process. The CHF computational models are described in a
later section. Mlis the stratification/level model multiplier.

The following modifications were made to the process for calculatin@i#®e code used the actual
void fraction belowa;, = 0.999 instead of the homogeneous value. To limit the possibility of dividing by
zero during the evaluation of constant @ limit was placed oy, as follows:

0g=min @0y, 0.999) . (4.2-20)

The minimum of 15 K and the square root of the temperature differerq,g;e,'I'I'S'[;,)ll2 is used in the
equation for A This procedure ensures that the computed wetted wall area fragtioemains bounded
and protects against computer underflow.

b. The mean deviation is taken to be

M = Dz|Qmeasured QpredlcteJlD/N

Qmeasured
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If the flow regime has been identified as being vertically stratified, or if the level model is on in the
cell, a reduction factor is applied (shown asalove; described in the nucleate boiling section whgre M
is the liquid void fraction when vertically stratified and M the level fractional height within the cell
when the level model is on). If stratified flow does not existijs\L..0.

The effective hg for the wall-to-vapor heat transfer component is obtained by a call to subroutine
DITTUS with gas conditions. The call to subroutine DITTUS is used here to provide a smooth transition to
film boiling which also calls subroutine DITTUS. Linear ramping is used betagen0 andag = 0.5.

The heat transfer to gas must ramp to zemgat O because heat transfer to a nonexisting mass causes

code failures. The void fraction can go to zero, whereas a surface connected to a fluid cell is highly
superheated if the fluid has enough subcooling to condense the vapor.

The calculated heat flux value for transition boiling is applied to post-CHF heat transfer if it is larger
than the value for film boiling given below.

4.2.3.4 Geometry 101, Correlations for Subcooled Film Boiling (Mode 7) and
Saturated Film Boiling (Mode 8). Film boiling is described by heat transfer mechanisms that occur
during several flow patterns, namely inverted annular flow, slug flow, and dispersed flow. The wall-to-fluid
heat transfer mechanisms are conduction across a vapor film blanket next to a heated wall, convection to
flowing vapor and between the vapor and droplets, and radiation across the film to a continuous liquid
blanket or dispersed mixture of liquid droplets and vapor. The liquid does not touch the wall because of a
repulsive force generated by the evaporating liquid. The fluid environment may be stagnant or flowing,
saturated or subcooled. The analytical models for conduction, convection, and radiation that form the basis
for the code models are described below.

4.2.3.4.1 Geometry 101, Film Boiling Model Basis for Conduction--  The conductive

mechanism can be attributed to the work of several investigsfgté:2-47-4-2-48romley*28 developed
an expression to describe the laminar conductive flow of heat energy from a horizontal tube to a stagnant
fluid environment. The expression takes the form

h = C[gpgkz (s — pg) h'fngg} o
L (TW—TSp,) P,

(4.2-21)
whereh'y, is a correction to the heat of vaporizatigy,which additionally includes the energy absorbed

by the vapor surrounding the tube. Bromley took this additional energy to be described by the arithmetic
average temperature of the vapor film.

Thus,
Thiim = (Ty + Tspalz (4.2-22)
h'ey = hfg +0.5 Gyg (Tw - Tsp,) . (4.2-23)
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The length term, L, for tubes is the tube diameter. A value for C = 0.62 was determined from fitting

data. Test conditions are described betow.
Carbon tube diameter: 0.63, 0.95, 1.27 cm.
Stainless steel tube diameter: 0.476 cm.
Pressure: atmospheric.
Fluids: water, nitrogen, n-pentane, benzene, carbon tetrachloride, and ethyl alcohol.
The water data were somewhat overpredicted by Equation (4.2-21).
Essentially, all the data were correlated within18%. The conductive portion of the total

experimental heat flux was obtained by calculating and subtracting a radiation component based on a
parallel plate model using an appropriate wall and liquid emissivity (not stated).

Berensoft?4’ performed a hydrodynamic stability analysis for laminar film boiling above a flat
plate. A solution was obtained for the most dangerous wave length resulting in instability. The form of the
solution was similar to that of Equation (4.2-21), with the differences

_ o0 0[PP
L = 20— 4.2-24
9 (p—pg U (4.2:24)
where
o = liquid surface tension
and
C = 0.425.

The L of Equation (4.2-24) was observed to be the characteristic length for film boiling on a
horizontal flat plate.

Breen and Westwatef*® compared data to Equation (4.2-21) and observed film boiling flow
patterns. They determined that heat transfer from horizontal tubes in a stagnant fluid pool could be
characterized by the ratio of the minimum critical hydrodynamic wave length, L (defined above), to the
tube diameter, D. If L/D was less than 0.8, the heat transfer rate exceeded that given by Equation (4.2-21).
This limit marked the departure from viscous vapor flow and a smooth liquid-vapor interface to turbulent
vapor flow and a wavy interface. The data considered included that from horizontal tubes with diameters
ranging from 0.185 to 1.85in. and the fluids freon-113 and isopropanol boiling at atmospheric pressure
and saturation temperature.

a. Data tables are on file with the American Documentation Institute, Washington, D.C.
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The relationship noted between the hydrodynamic wave length and horizontal tube diameter
provides a reasonable rationale for the code correlation described in the next section.

4.2.3.4.2 Geometry 101, Film Boiling Conduction Model as Coded--  The code model for
energy transport to the vapor film is that obtained by replacing the diameter of Equation (4.2-21) with the
minimum critical wave length given by, Equation (4.2-24). The equation is

2 ' 0.25
9PgK, (Pi —Pg) Ny C }
hfg . = 0.62[ 3.4 b M (4.2-25)
spt L(Ty—Tg Pry é
where
My = void fraction factor.

The void fraction factor smooths h over the range of the void fraction likely seen from an inverted
annular flow patternog = 0.2) to a dispersed flow film boilingt§ = 0.999). A spline fit is used between
0.2 and 0.999. Mis one betweerxg =0 andO(g =0.2. ltis zero ally = 0.999. At a void fraction of 0.95,
Mg is 0.0108. The propertyis evaluated at the gas temperatuggwhile pg,Hg, and k; are evaluated at
the film temperature [Equation (4.2-22)]

The effect of liquid subcooling is included and is from Sudo and MufdiIt is given by
hfspt= hispf1 + 0.025 max (g Tp), 0.01] (4.2-26)

4.2.3.4.3 Geometry 101, Film Boiling Model Basis for Convection--  As the liquid core for
the inverted annular flow pattern shrinks, convection to the vapor increases and becomes the predominant
heat transfer mechanism for significant flow rates. The single-phase vapor correlations previously
presented in Section 4.2.3.1 become the model basis.

4.2.3.4.4 Geometry 101, Film Boiling Convection Model as Coded-- The coefficient
describing the convective portion of film boiling heat transfer to the vapor is the value calculated by the
DITTUS subroutine using gas properties (see the previous description of Mode 9). The coefficient is
linearly ramped to zero as the void fraction decreases from 0.5 to zero. To calculate the hegtdlux, T
taken to be the maximum ofyor Ts,, Convection between the vapor and liquid is included in the
interfacial heat transfer models.

4.2.3.4.5 Geometry 101, Film Boiling Model Basis for Radiation--  The radiation

mechanism for heat transfer is attributed to $&1.The main purpose of the reference is to develop an
engineering method for calculating boiling water reactor (BWR) fuel rod heat transfer to the cooling
medium during emergency core cooling (ECC) top spray injection. The report presents a method for
estimating the radiation energy transfer between a vapor-liquid-droplet mixture enclosed by a wall.
Interchange between metal surfaces is not considered, which implies that all wall surfaces must be at equal
temperatures, so no net energy transfer occurs between surfaces. The model considers the vapor-liquid
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mixture as an optically thin medium, which means the vapor and liquid do not self-absorb emitted
radiation. Thus, the vapor and liquid may be treated as simple nodes. Radiation energy exchange occurs
between the liquid and the gas, between the liquid and the wall, and between the gas and the wall. The
surface areas of the liquid and vapor are both taken to be equal to the wall surface area with view factors of
unity. The three “surfaces” are isothermal, radiosity is uniform, and the “surfaces” are diffuse emitters and
reflectors. The radiation heat fluxes are expressed by Sun as

Owf = FWfG(TW4 - Tspt4 )

Owg = Fug0(Tw* - Tg) (4.2-27)

- 4 4
gt = Fgro(Ty" - spt) .

The subscripts wf, wg, and gf denote wall-to-liquid, wall-to-vapor, and vapor-to-liquid heat transfer,
respectively. The liquid is assumed to be at the saturation temperature corresponding to the total pressure.

Also, F is the gray-body factor amdis the Stefan-Boltzman constant, 5.670 BM/m?eK. The gray-
body factors are defined in turn as

Fuf = U[Ry(1 + R/R; + Re/Ry)]

Fog = 1/[R(1 + R/Ry + Ry/Ry)]

Fgt = V[Ro(1 + R/Ry + Ry/Ry).
The R terms are given as

R1=(1 -gg)/[eg(1 - €4 £)]

Ry = (1 -£1)/[eg(1 - € &f)]

Ra=1/(1 -g4 &) + (1 -&y)/ey,.
The emissivitiesg, are given as

€g=1-exp(-gLm)

& =1 - exp(-aLp)

gy =0.7.

Lm is @ mean path length, ang @nd a are vapor and liquid absorption coefficients, respectively
defined as

L,=D
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a = Xgu’n/4

where
Xa = absorption efficiency
n = droplet number density
d = droplet diameter.

The number density is

6G 60
== (4.2-28)

T[dapfvf nd’

—

n =

The absorption efficiency, xXis 0.74 for drops of size range 0.01 to 0.2 cm diameter, vrdére>

1 and) is the characteristic wave length emitted by the heated Mall2(3 x 16° m for 1255 K). From
the above,

g = — 1 (4.2-29)

The emissivities of water vapor and a zircaloy wall are taken directly from references for a fixed
temperature.

The author states that comparison of model calculations (which include convection from vapor to
droplets) with empirical FLECHT data shows the average droplet size in FLECHT is about 0.228 cm. This
average drop size corresponds well to data in the literature. Thus, it is concluded that the model predicts
the thermal behavior during ECC spray cooling. The drop diameter found also shows that the fluid mixture
is optically thin for the assumed conditions.

4.2.3.4.6 Geometry 101, Film Boiling Radiation Model as Coded-- The coded model
applies the equations above with some changes as follows. A liquid droplet size is determined by two
expressions and the minimum is selected for application. The first expression calculates the diameter of
cylinder of liquid in a tube with diameter D. It assumes all the available liquid forms a cylinder of diameter
dmax N the center of the tube.

d. =a”D . (4.2-30)

max

The second expression calculates the average droplet size based on a Weber number criterion of 7.5:

NUREG/CR-5535-V4 4-86



RELAP5/MOD3.2

We o
e = —— (4.2-31)
pg (Vg - Vf)

where (y - vf)2 may not be less than 0.005 to keep from dividing by zero.

The liquid emissivity/absorptivity is calculated using the minimum d from Equation (4.2-30) and
(4.2-31) and a path length of,l= 0.9 D. The value used is taken to be the smaller of the calculated value

or 0.75. The vapor emissivity is assumed to be 0.02. The wall emissivity is assumed to be 0.9. The
radiative interchange between wall and vapor and vapor to liquid is neglected.

The heat flux from film boiling is applied to post-CHF heat transfer if it is larger than the
corresponding value determined from transition boiling.

4.2.3.5 Geometry 101, Correlations for Critical Heat Flux. The RELAP5/MOD2 computer
program had been criticized for using the Biasi correltfot? for predicting the CHF in rod bundles

when the correlation is based on tube d#&1 The Royal Institute of Technology in Swedér!tested
MOD2 against their tube data and found it to generally overpredict the value of CHF, particularly in the

mid-mass flux range (1500-3000 kg/§)m\/|OD3 uses the 1986 AECL-UO Critical Heat Flux Lookup

Table"2-52method by Groeneveld and co-workers. The table is made from tube data normalized to a tube
inside diameter of 0.008 m but has factors that are applied to allow its use in other sized tubes or in rod
bundles. In addition, it considers both forward and reverse flow, axial power shape, and the effect of
boundary layer changes at both the bundle inlet and behind grid spacers.

4.2.3.5.1 Geometry 101, Critical Heat Flux Model Basis-- Reference 4.2-5Zompares the
predictions of the Biasi correlation to some 15,000 data points in the Chalk River data bank. The
comparison is tabulated irable 4.2-7 The correlation is compared to two sets of data, (a) all the data and
(b) only data within the correlation range from which it was developed. The data were compared by
specifying the quality at CHF. The comparison indicates that the AECL-UO table is better than the Biasi
correlation.

Table 4.2-7AECL-UO table and Biasi correlation compared to Chalk River data bank .

Data within the error bound (%)
Constant dryout quality No. of data points
+10% +20% +50%
Biasi: all data 19.30 36.64 67.04 14401
Biasi: 21.32 41.12 73.04 9936
validity only
AECL-UO: 40.6 66.54 92.35 14401

CHF correlations use analytical expressions to try to cover a wide range of flow conditions and
geometries. For instance, if a coefficient is modified to give a better fit to one set of data in a new flow
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range, the fit for the original set is adversely impacted. This is not true of tables, because only the points
around the new data need to be adjusted.

The lookup table was formulated from the 15000 data points to make a three-dimensional table with
4,410 points in a three-dimensional array covering 15 pressures (P) from 0.1 to 20.0 MPa, 14 values of

mass flux (G) from 0.0 to 7500.0 kg/ssnand 21 equilibrium qualities (X) from -0.5 to 1.0. After finding

the CHF from the table, multiplying factors from Groeneveld et %P2 are used to modify the table
value, i.e.,

CHF = CHRgpje* chfmul (4.2-32)
chfmul = k1ek2ek3ek4+k5k6k8. (4.2-33)

Eight multipliers are given ifable 4.2-§ and the reason k7 is not in the above expression is
explained later. If the flow or quality are out of range, they are reset to the border value. The table can also
be used for nonaqueous fluids by using property ratios.

Table 4.2-8CHF table lookup multipliers .

k Expression
k1 = hydraulic factor k1 = (0.008/R)°*3for D;, < 0.016 m
k1 = (0.008/0.018)*3for D}, > 0.016 m
k2 = bundle factor k2 = min[.8,.8exp(-.5R3)] for rod bundles
k2 = 1.0 for other surfaces
k3 = grid spacer factor k3 =1 + Aexp(-BDp)

A = 1.5(KlossP(G*0.001f% B = 0.1
Kloss is the grid pressure loss coefficient

k4 = heated length factor k4 = exp{{D)[exp(2.alp)]}

alp = xlim/[xlim + (1 - xlim)pg/py]

xlim = min[1, max (0,X)]

L = heated length from entrance to point in question

k5 = axial power factor ks=1.for X<0
k5 = glocal/gbla; gbla = average flux from start of boiling to
point in question

k6 = horizontal factor k6 =1 if vertical

k6 = 0 if horizontal stratified

k6 = 1 if horizontal high flow
k6 = interpolate if medium flow
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Table 4.2-8CHF table lookup multipliers (Continued).

k Expression

k7 = vertical flow factor | 5 for G <-400 or G > 100 kg/s?nk7 = 1
b. for -50 < G < 10 kg/s-fn
k7 = (1-alp) for alp < 0.8
k7 = (1-alp)(0.8 + .2*denr)/(alp + (1-alp)*denr)
denr = rhgrhog
foralp > 0.8
table value of CHF is evaluated at G =0, X =0

c. for 10 < G < 100 kg/s-fror -400 < G < -50 kg/s-frinterpolate

k8 = pressure out-of-range k8 = prop(out)/prop(border)
prop = rhg°hy[sig(rhg-rhag)] 2°

Figure 4.2-6shows the strong hydraulic entrance length effect on k4 at two different void fractions.
The importance of k4 diminishes rapidly with elevatibigure 4.2-7illustrates the variation in CHF as

the flow changes from -1000 to 1000 kQIEMa pressure of 0.1 MPa and a void fraction of 0.8.

150 T T T T T T T T T T T
1.40F R
1.30- .
N alp=0.1
1.20+ R
alp=0.8
1.10+ P R

1.00 :
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00
Elevation (m)

Figure 4.2-6Effect of heated length on CHF k4 multiplier(B 0.008).

Questions about the accuracy of the table lookup method under low-pressure low-flow conditions
have been raised. Groenevefcfs>? paper reports good agreement with 196 data points below 100 kg/s-

m?, as shown ifrigure 4.2-8 The root-mean-squared (RMS) error at low pressure is also generally below
0.2 (i.e., 20%). Its accuracy for rod bundles is uncertain.
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RELAPS5 CHF Table Lookup

alp=.8, s=1, p=.1, Dht=.0098, Dy=.0045, dz=3.8
6-0 T T T

5.0 — Groeneveld

4.0

3.0

2.0

Heat flux (MW/nf)
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0.0 - : -
-1000.0 -500.0 0.0 500.0 1000.0

Mass Flux (kg/s-rf)
twsup=10, tvsup=.001, tlsub=0., istrat=0

Figure 4.2-7Variation of CHF with mass flux.

4.2.3.5.2 Geometry 101, CHF Model as Coded-- The model coded is the same as described
above except for the number of points in the table. Because G = 10 and G = 400 were not in the table but
are used for interpolation, these two sets of points were found by interpolation and added to the table. This
way, they would not need to be found at each heat slab at each time step under low-flow conditions.

Reference 4.2-5Zays to set G and X to zero when the mass flux is between 10.0 and -50.0 (reset
method). Since CHF decreases with increasing quality, CHF is elevated and has a flat shape compared to
using G and X at their actual values. This is illustratelignire 4.2-9at a pressure of 7 MPa and a void
fraction of 0.9. To find out what the effect would be of using actual values of G and X, points were chosen
out of the Groeneveld data in the INEL data bank, which had a mass flux less than 100. Of the 9353 points,
133 were in this rang€&igure 4.2-10shows the predicted-versus-measured CHF for these 133 data points,
using the model as coded. The data are scattered, as may be expected for low flow. The average error was
-0.503, with a root-mean-square (RMS) value of 4.78. Comparing the same data using the actual values
(measured G), the average error was -0.30, with an RMS error of 3.92. Based on this data set, it appears
better not to use the G and X reset method recommend&darence 4.2-52However, Kyoto University

datd-2-53 suggest just the opposite. These data were taken in a vertical rectangular duct with one wall
heatedFigure 4.2-11compares the data with the two methods of handling the low-flow proBigore
4.2-12shows only the low-flow region. The suggested reset method is obviously better in this case. The
region between -50 and 10 kg/i® not flat, as it is iffigure 4.2-9 because of the void fraction variation

built into k7. The net result of these comparisons is that the model has been coded with the reset method
suggested by Groenevéld:>2
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Error at constant dryout quality
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Figure 4.2-8Groeneveld reported root-mean-squared CHF errors.

After finding the correct point in the CHF table for a given P, G, and X, four pressure interpolations
are made to find the value of CHF at C1, C2, C3, and C4. Next, two mass flux interpolations are made to
find C5 and C6. Lastly, the quality interpolation is made. The interpolation box is illustrdtiediia 4.2-

13. In order to have a smooth CHF curve as the flow changes from high to low, the k7 multiplier is treated
differently than the other multipliers. In the low-flow range, k7 is applied only to the CHF values obtained
in the mass flux range of G = 10 to -50 kg/%-m other words, when interpolation is required, the low-
flow ends of the interpolation box are multiplied times k7, but the high-flow ends (100 and -400) are not.

4.2.3.6 Geometry 101, Correlations for Condensation (Modes 10 for agy<1and 11 for
a4 = 1). Wall condensation is the process of changing a vapor near a cold wall to a liquid on the wall by
removing heat. In many postulated light water reactor accident conditions there may be noncondensable
(NC) gases mixed with steam. The noncondensable gases have an insulating effect on the heat transfer
between the steam and the wall. The rate of the condensation process and heat transfer to the wall depends
on the degree of wall subcooling relative to the saturation temperature based on the partial pressure of the
steam and other factors such as the water film thickness, turbulence, vapor shear, etc. The heat released at
the vapor-liquid interface is transferred through the liquid film and into the wall.

Two general classifications of wall condensation are “film” and “dropwise.” Film condensation has
been studied experimentally more than dropwise condensation because metal tubes are easily wetted.
Special coating materials are sometimes applied to metals to increase the surface areas over which beads of
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Heat flux (MW/n?)
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RELAP5 CHF table lookup
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Figure 4.2-9Low-flow CHF with and without G and X reset to 0.0.
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Figure 4.2-10Low-flow data comparison with G and X reset to 0.0.
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KYOTO University channel CHF data

One side heated; Water inlet T =°80
4.0 . . . . . .
+—+ Table-no-reset
=—a Table-reset
3.0F o—o Data
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Figure 4.2-11Kyoto University data comparison with and without G and X reset to 0.0.

water drops exist because dropwise condensation rates can be an order of magnitude larger than filmwise
rates. A schematic of film condensation on a vertical surface is showigure 4.2-14 Radial flow of

steam toward the cold wall transports the noncondensables to the wall, where they accumulate due to
condensation of the steam. The resulting noncondensable concentration gradient causes noncondensable
diffusion back toward the mainstream counter to the steam flow direction. The steam partial pressure and
temperature are lower in the noncondensable buffer layer than in the mainstream, as shown in the figure.
The effect of the NC is to make a reduced temperature differege€ Jrand reduced heat flux through

the water film.

Figure 4.2-14also shows that as the condensate layer thickness increases it can undergo a transition

from laminar to turbulent flow. McAdarfi$-> suggests that transition occurs at a condensate Reynolds
number of 1800, where the Reynolds number (Re) is defined as

Re = & (4.2-34)

liquid viscosity

x=
I

-
1

liquid mass flow rate per unit periphery
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KYOTO University channel CHF data

One side heated; Water inlet T =°80
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Figure 4.2-12Kyoto University data comparison at low flow.
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Figure 4.2-13lllustration of CHF interpolation technique.
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Steam-NC mixture inside tube
Noncondensable boundary layer

Water film

Tube outer wall s Film laminar to turbulent transition

Steam partial pressure
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Steam temperature
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Water-gas interface temperaturg; T
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Figure 4.2-14Film condensation schematic.

_,3.
1

liquid mass flow rate

inner diameter of the tube.

Dj

However, at high values of the vapor shear stress, Carpenter and ¢81Btifaund transition
Reynolds number values as low as 200 to368°

The model uses the maximum of the Nuésel (laminar) and Shdt?-1! (turbulent) correlations
with a diffusion calculation when noncondensable gases are present. A new condensation model is being
developed which will use the diffusion method for both the wall and steam-water interfacial heat transfer
rates. Currently the wall and interfacial heat transfer are partially uncoupled. The mass transfer rate
calculated in the wall heat transfer section of the code is used in the energy and mass continuity equations.
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However, the bulk interfacial part of the code does not recognize a unique film condensation mode where,
in steady state, energy from the gas must equal energy to the wall.

The RELAP5S condensation heat transfer routines model laminar film condensation on an inclined or
vertical surface and laminar film condensation inside a horizontal tube with a stratified liquid surface.
RELAPS5 calculates a wall heat transfer coefficient based on condensation logic under the following
conditions:

1. The wall temperature is below the saturation temperature based on the bulk partial
pressure of steam minus 0.001 degree. The small subtraction was made because, when
noncondensables are present and the default diffusion method (by Colburn-Hougen) is
being applied, the code could not converge on a liquid-gas interface temperature if the
temperature difference was insignificant.

2. The liquid temperature is above the wall temperature. The model is a film condensation
model where the liquid is heating the wall.

3. The liquid void fraction is greater than 0.1. As the void fraction approaches zero,
transition to forced convection occurs.

4, The bulk NC quality is less than 0.999.
5. The pressure is below the critical pressure.

Several other factors are considered for smoothing, physical arguments, and the presence of a
noncondensable gas. When the wall temperature is less than one degree subcooled, the liquid coefficient is
ramped to the Dittus-Boelter value and the vapor coefficient is ramped to zero, so that transition will occur
smoothly between the condensation mode and boiling mode. Besides the temperature ramp, there is a void
ramp. At void fractions less than 0.1, the HTRC1 subroutine goes to DITTUS to get the coefficients.
Therefore, in the CONDEN subroutine, between a void fraction of 0.3 and {Od.rdrhped to the Dittus-

Boelter value, and Rgs ramped to zero. When the void fraction is 1.0, DITTUS is called to obtain the

convection-to-gas ratio, and this contribution is added to the condensation term. The direct vapor mass
transfer terml,, is computed from the gas heat flux and the gas-to-saturated liquid enthalpy difference.

The method calculates heat transfer coefficients based on filmwise condensation. The method of
calculating the heat transfer coefficient is given below. Once it is known, it is used to calculate the total
heat flux:

A" = e (Ty=Teppn (4.2-36)
where

q.” = total heat flux

he = predicted condensation heat transfer coefficient
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Tw wall temperature

Tsppb = saturation temperature based on partial pressure in the bulk.

Because RELAPS is a two fluid code, the liquid and the gas can both theoretically exchange energy
with the wall. Although film condensation is the only condensation mode considered, currently RELAPS
allows both a heat flux to liquid and one to gas. The heat flux to liquid is

qf" = hc (Tw - Tf) (42'37)

where

T¢ = bulk liquid temperature.

The gas to wall heat flux is the difference between the total heat flux and the liquid to wall heat flux.
The interfacial mass transfer term used in the continuity equation comprises mass transfer at the wall and
transfer in the bulk. The term for mass transfer near the wall comprises only of the heat flux from the gas to
the wall.

RELAPS first calculates a condensation heat transfer coefficient for an inclined or horizontal surface
and then considers turbulent flow and noncondensable gas effects using the default or the alternate UCB
approach discussed later. The default is for Geometry 101 and the UCB is for Geometry 153.

4.2.3.6.1 Geometry 101, Inclined Surface Condensation Model Basis--  The original work

was accomplished by Nuss&#:10The Nusselt expression for vertical surfaces uses the film thickhess,
as the key parameter instead of the temperature difference:

h, = % (4.2-38)
where from Nusselt%?>-19derivation the film thickness is
1
= [;:—fArpT (4.2-39)
or, in terms of film Reynolds number defined by Equation (4.2-34),
3p’Re % WiRe :
5= [ 200, Ap} = 0.9086{6@} . (4.2-40)
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Assumptions in the analysis for the top of an inclined surface include

1. Constant fluid properties

2. Vapor exerts no drag on liquid surface

3. Liquid subcooling is neglected

4, Momentum changes in the laminar liquid annular film are negligible

5. The heat transfer is by conduction through the laminar liquid annular film.

4.2.3.6.2 Geometry 101, Inclined Surface Condensation Model as Coded--  No analytical
improvements have been incorporated. The model in the code is Equations (4.2-38) and (4.2-40) with the
gravity term modified for inclined surfaces. For inclined surfaces the gravity term is replaced by the fluid
cell elevation rise times the gravity constant divided by the length of the cell. The gravity constant, g, is
taken as 9.80665 nf/sThe minimum film thickness allowed in RELAP5 is 10 microns. Thus, if a volume
had a void fraction of 1.0, a high rate of condensation would be predicted to simulate the beginning of
dropwise condensation. The coefficient value from Equation (4.2-38) is compared with the value obtained
from assuming a minimum laminar Nusselt number of 4.36, and the larger of the two is accepted.

4.2.3.6.3 Geometry 101, Condensation with Noncondensable Model Basis-- The default
option in RELAPS is the maximum of the SA&R'1#2-56and the Nusselt model in place of Nusselt and

the f1 factor; and the Colburn-Houdefil2diffusion method in place of the f2 factor. The Colburn-
Hougen diffusion calculation involves an iterative process to solve for the saturation temperature at the
interface between the steam and water film.

The Genium Handbook (previously the GE handbook) in Section 506.3 on film condensation with
turbulent flow reports that “perhaps the most-verified predictive general technique available is the
following correlation of Shah”:

3.8
he = hyHL+ ZTQSE (4.2-41)
where
.8
z= - 19°p%2 (4.2-42)
and
X = static vapor quality = (mass steam + mass noncondensable)/(mass steam + mass

noncondensable + mass liquid)
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Pred = reduced bulk pressure, P/Pcritical

hs¢ = superficial heat transfer coefficient
hee = _y0-8 -
st = hy (1 - X) (4.2-43)
and

h, = Dittus-Boelter coefficient assuming all fluid is liquid

_ k| 0.8 0.4

h = o.ozéﬂD—h Re”°Pr (4.2-44)

where the Reynolds number is given by ReGy5 Dr/Hs.

When the Shah model is activated in RELAPS, it is not used until tbeddulated by Equation (4.2-
41) becomes larger than that of Equation (4.2-35) (horizontal) or Equation (4.2-38) (vertical), i.e.,

h = max (Rpan hI\luss.elt) . (4.2-45)

Thus, the maximum of a turbulent and a laminar correlation is used. The data base for the Shah
correlation includes both horizontal and vertical data.

The model for the influence of noncondensables on condensation was developed by B&W for the

RELAP5/MOD2 cod&27 and is based on the work of Colburn and Houb&h? The model is
developed under the following assumptions:

1. The sensible heat transfer through the diffusion layer to the interface is negligible
2. Stratification of the noncondensable gas in steam vapor by buoyancy effects is negligible
3. Required mass transfer coefficients can be obtained by applying the analogy between the

heat and mass transfer
4, The gas is not removed from the vapor region by dissolving it in the condensate.

The formulation is based on the principle that the amount of heat transferred by condensing vapor to
the liquid-vapor interface by diffusing through the noncondensable gas film is equal to the heat transferred
through the condensate. From this energy conservation principle, the interface pressure and temperature
(seeFigure 4.2-14 will be determined by iteration. The heat transfer rate then will be known.

The heat flux due to condensation of vapor mass fjulping toward the liquid-vapor interface is
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q"V = jV. hfgb (4.2'46)
where
Prgp = htgsa{Pyb) Steam minus liquid saturation enthalpy in the bulk
Pub = steam partial pressure in the bulk.
The mass flux is given by
0 I:)vi 0
v = mpvb nD _BQ)D (42'47)
0*=p 0
where
P = total pressure
Pii = partial pressure of steam at liquid-gas-vapor interface
hm = mass transfer coefficient
Pvb = saturation vapor density af
The heat flux due to mass fluy then, is
0,_PuO
n D B 3 |:|
q', = hmhfgbp"blnE_F’vtE . (4.2-48)
-0

The value of the mass transfer coefficient, Hepends on whether the flow is laminar or turbulent.
For turbulent vapor flow, the vapor Reynold’s number greater than 2000, the mass transfer coefficient is

obtained from the Gilliarft? 8 correlation:
Sh = 0.023 Rg%) (s¢*) (4.2-49)

where

Sh = Sherwood number, {B/D,,,)
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Re, = gas Reynolds numbeEpv%Eg

Sc = Schmidt numbep(, (PypDyn)

D = hydraulic diameter

Dyn = mass diffusivity

Hyb = bulk vapor viscosity

Pugb = bulk combined vapor and gas density.

For laminar flow, the mass transfer coefficient is derived from the RohsenoW&titieat transfer
correlation as

M- = 4.0 . (4.2-50)

The mass diffusivity of noncondensable gas in the water vapor is calculated using the equation of
Fuller, Scettler, and Giddinds?™>’

1
Nl 1 Br175
=
D,, = 0.0101325—=—"— Ty
[l 3 30
PU(e,) * + (&) °C

(4.2-51)

where
M, = molecular weight of steam
Mp = molecular weight of noncondensable
T = bulk gas temperature
€y = atomic diffusion volume of steam
€n = atomic diffusion volume of noncondensable.

The atomic diffusion volume, values for different gases and water are giveRéference 4.2-59
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The heat flux from the liquid film to the wall is calculated by
9" = h(T,;=Ty) (4.2-52)

where

Tyi = TsofP,i) Saturation temperature corresponding to the interface vapor pressure
(same as §; in Figure 4.2-14.

The condensation heat transfer coefficiegt, it calculated based on the correlations given in the
previous section. Once a liquid-vapor interface partial pressure is assumed, the correspgnding T
known, and the energy balance equation can be checked by

q’ =qa’, (4.2-53)
or
0, P, O
0t~ p O
h(T,-T,) = hmhfgbpvbInD—D . (4.2-54)
D va[l
-5 0

The initial guess for the interface pressure is the saturation pressure based on the wall temperature.

4.2.3.6.4 Geometry 101, Condensation with Noncondensable Model as Coded-- The
model is coded as presented.

4.2.3.6.5 Geometry 101, Horizontal Condensation Model Basis-- Chato developed a

modificatiorf~2-%%to the Nusseft?1%formulation which applies to laminar condensation on the inside of a
horizontal tube. It is assumed that the liquid film collects on the upper surfaces, drains to the tube bottom,
and collects with negligible vapor shear. The condensate drains out one end because of a hydraulic
gradient.

The correlation takes the form

o o 9pdphg k]
¢ DDhl-lf (Tsppb_ Tw)

.
: (4.2-55)

where
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ks = liquid conductivity

s = liquid viscosity

Pt = liquid density

Ap = difference between liquid and gas bulk density

g = gravitational constant

Prgp = hysafPvb) steam minus liquid saturation enthalpy in the bulk

Pub = steam partial pressure in the bulk

Tsppb = saturation temperature based on steam partial pressure in the bulk.

The F term corrects for the liquid level in the tube bottom with the form
-0 '
F=g-2 . (4.2-56)

The angle @ corresponds to the angle subtended from the tube center to the chord forming the liquid
level. The values foFF' range in magnitude upward from 0.725, whire 2ero. F corrects for the

condensing area fraction as well as the heat transfer coefficient. The development 6?'@91'atbcates
that a value of 0.296 for F is an average value appropriate for free flow from a horizontal tube, with the
liquid level controlled by the critical depth at the exit.

The angle @ changes if the tube drains because of inclination or fills up because of a pressure
gradient. The angle is determined from

_ ® —-0.5sin 20

= (4.2-57)

oF

The development determined that for the parameter range of concern the bottom liquid layer was in
laminar flow. The analytical work indicates that the heat transfer through the bottom layer was less than
2.5% of the total for angles oft2between 90 and 170 degrees and was therefore neglected in the

correlation. Chato suggests a mean value of F = 0.296 which correspandsl2c .
Data were taken for the conditions as follows:
. Tube material copper

. Tube length 0.718 m
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. Tube ID 1.45cm

. Fluid refrigerant 113
. Tube inclination 0 to 37 degrees
. Vapor inlet Re to 35,000.

The bulk of data points were within +8 to -16% of the correlation for level flow. The correlation was
tested to an inclined angle of about 37 degrees with reasonable results. It is not valid for vertical flow.

4.2.3.6.6 Geometry 101, Horizontal Condensation Model as Coded-- The model in the
code is Equation (4.2-55), with F = 0.296.

The correlation form is not strictly valid for superheated vapor. The heat capacity between the actual

and saturated temperature must be accounted for, as illustrated by-3&@kdthe solution form including
the superheat effect is much more complex, but the change in h may be less than the uncertainty of the
basic correlation.

Experiments indicate that the h value can be 40 to 50% too low. The increased heat transfer (from the
experiments) is attributed to vapor velocity and ripples changing the film thickness, or turbulence.

Collie*2*>recommends that the computed value be increased by 20%.

The correlation is valid only after a film has been established, but when the wall is bare, some
coefficient must be applied to get a film started. The correlation is valid only for a laminar film.

4.2.4 Geometry 103, Correlations for Vertical Infinite Parallel Plates

No RELAPS5 coding changes have been made for this geometry. Refer to Geometry 102. When this
geometry is implemented in the code, the laminar flow Nusselt number for uniform heat flux should be set

to 8.232%2instead of 7.63. For a constant wall temperature boundary condition, the Nusselt number is
7.54, but uniform heat flux is generally a more useful boundary condition for reactor simulation.

4.2.5 Geometry 104, Correlations for Single Vertical Wall

Refer to Geometry 101. This is the geometry to which the Churchill-Chu natural convection
correlation applies.

4.2.6 Geometry 105, 106, 107, Correlations for Vertical Annuli

Currently, annuli are treated as pipes. Refer to Geometry 101. Annuli have some correlations
available that are different from pipe correlations. Laminar flow is one of these situations. As identified by

Reynolds, Lundburg, and McCuefi®3there are four “fundamental solutions” for laminar heat transfer in
an annulus:

. Fundamental Solution of the First Kind
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- Wall 1: step change in temperature
- Wall 2: maintained at inlet temperature
. Fundamental Solution of the Second Kind
- Wall 1: step change in heat flux
- Wall 2: insulated
. Fundamental Solution of the Third Kind
- Wall 1: step change in temperature
- Wall 2: insulated
. Fundamental Solution of the Fourth Kind
- Wall 1: step change in heat flux
- Wall 2: maintained at inlet temperature.

Since wall 1 can be either the inner wall or the outer wall, there are a total of eight sets of boundary
conditions. In cases of single-phase flow with constant thermodynamic properties, superposition of results
from the fundamental solutions may be used to obtain results for other boundary conditions. The fully
developed Nusselt number for fundamental solution number 2 is probably of most interest for RELAPS.
4.2.7 Geometry 108, Correlations for Single Vertical Rod

Refer to the Geometry 101.

4.2.8 Geometry 109, Correlations for Vertical Single Rod with Crossflow
Refer to the Geometry 101.
4.2.9 Geometry 110-113, Correlations for Vertical Bundles
Geometry 112 defaults to Geometry 110, and Geometry 113 defaults to Geometry 111.

4.2.10 Geometry 110, Correlations for Vertical Bundles Parallel Flow Only

4.2.10.1 Geometry 110, Parallel Flow Model Basis. The correlations for this geometry differs

from Geometry 101 only in the implementation of a turbulent flow multiplier developed by In4yat8v,
based on the rod pitch to rod diameter ratio. Inayatov correlated data for 4 in-line and 30 staggered tube
bundles in air, water and superheated steam with pitch-to-diameter ratios between 1.1 and 1.5. He
recommends that the McAdams coefficient (0.023) to the Dittus-Boelter equation be replaced by C:
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PP, 5
C = 0.02 —12—253 (4.2-58)
D

where R and B are the “pitches of the tubes in the bundle” and D is the tube diameter. If the bundle
consists of in-line tubes on a square pitch or staggered tubes on an equilateral triangle pitch, C becomes

C=0.023P/D. (4.2-59)

Morgan and Hass&rf%*used a P/D multiplier developed by Weisthar’ and showed improved
RELAP predictions of once-through steam generator data. The Inayatov formulation has a broader data
base than Weisman’s form. The largest pitch/diameter ratio in Weisman'’s data is about 1.27.

4.2.10.2 Geometry 110, Parallel Flow Model as Coded. The Inayatov equation is
implemented in RELAPS5. The P/D multiplier is used in both forced convection and nucleate boiling. The
pitch-to-diameter ratio for bundles is input as Word 10 on the 801 and 901 cards. A warning message is
printed during input processing if P/D is input greater than 1.6. The term P/D is then reset to 1.6. If P/D is
not entered, or less than 1.1, a default value of 1.1 is used and a warning message is printed.

Forced laminar and free convection correlations specifically for vertical bundles have not been
implemented into RELAPS5. This is an area where more investigation is needed.

4.2.11 Geometry 111, Correlations for Vertical Bundles in Parallel and Crossflow

Users can chose which flow direction is the dominant direction parallel to the tubes on word 1 of
card 501 or 601. The form of word 1 is cccnn00Of, where f is the direction parallel to the tubes. If fis O or
4, the x direction is the parallel direction. If fis 2 or 1, the parallel direction is the y or z direction,
respectively. An input error occurs if a 1 or 2 is chosen and the directions have not been activated with
hydraulic input.

4.2.11.1 Geometry 111, Crossflow Model Basis. = With these geometries, the heat transfer
coefficient is the average coefficient caused by flow parallel to the tubes and flow perpendicular to the
tubes. The method of averaging uses the square root of the sum of the squares in order to weight the
answers more toward the larger of the two values:

2 2 05
h = (hparallel+ hcrosg (42'60)
where
Noarallel = heat transfer coefficient from a call to DITTUS using the parallel mass flux

shown inTable 4.2-11

DITTUS a subroutine that outputs the maximum of forced convection, laminar

convection, and natural convection as previously discussed.
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Neross = crossflow heat transfer coefficient from Equation (4.2-61) developed by
Shaf-23
D .62

NU,,... = 0 21%(%’%fJ P (4.2-61)
where

Nu = Nusselt Number

Do = tube outer diameter

i = liquid viscosity

Pr = Prandtl number

G = crossflow mass flux at minimum area.

The sum of the squares method of Equation (4.2-60) has been suggested by Kutsfdiadze.

4.2.11.2 Geometry 111, Cross Flow Model as Coded. The only nonstandard RELAP5S
parameter is the mass flow at the minimum area. To obtain G at the minimum area for the above equation,
the code’s volume average value frdable 4.2-9is multiplied times the area ratio of volume average area
divided by the gap area

Table 4.2-9Mass flux values for single-phase with Geometry 111.

Bundle is aligned with G for hparallel G for hgposs
X AXis Gy (G2 N Gz) 0.5
y z
y AXis Gy (Gi N Gf) 05
z Axis G, (GZ N Gz) 0.5
X y
D #
1-30p0
Aratio = — D5 - (4.2-62)
175

This equation is derived by setting the average area to
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Px Px Z—H—DZZ
_ Volume _ 4

" Length P (4.2-63)

where Length = P because it is desired to derive the average area in the crossflow direction, and the gap

area to
Agap=(P-D)Z (4.2-64)
where

P = rod pitch

D = rod diameter

Z = length along the rods.

Inayatov’s enhancement coefficients are applied to the parallel flow heat transfer coefficient before it
is added to the crossflow value. The macroscopic part of the Chen correlation is increased by the Inayatov
coefficient as well as the single-phase forced-flow coefficient.

The existing Groeneveld table lookup method is used for the critical heat flux with the mass flux
from the parallel direction.

4.2.12 Geometry 114, Correlations for Helical Pipe
Refer to the Geometry 101. Flow inside helical pipes is not considered.
4.2.13 Geometry 121, 122, 123, Correlations for Horizontal Annuli

Refer to Geometry 130. When this Geometry is implemented, stratification can drive the surfaces out
of nucleate boiling easier than it does with vertical surfaces.

4.2.14 Geometry 124, Correlations for Horizontal Bundle (CANDU)

The CANDU reactor core has horizontal fuel rods in horizontal pipes. No coding specific to CANDU
reactors has been implemented.

4.2.15 Geometry 130, Correlations for Horizontal Plate Above Fluid

There is one correlation in the code specifically for a horizontal plate with natural convection. The
correlation is for energy flow in the direction of gravity. Since the correlation for energy up-flow is not in
the code, the code does not check the direction of energy flow. For condensation, the code uses a value of

F = 0.296 in Equation (4.1-55), as suggested by Chaf9.A multiplier, k6, is applied to the CHF value
from the Groeneveld table.
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4.2.15.1 Geometry 130, Correlations for Natural Convection Model Basis. The
following McAdamé-2° natural convection correlation is applied:

0.25

Nu,_ = 0.27R&% for10°<Ra <10" . (4.2-65)

This same correlation is used for Geometry 101 and is based on flat plate data. Incropera and
DeWitt*234suggest length = surface area/perimeter for the McAdams correlation. The Rayleigh number
range for Equation (4.2-65) is betweer? a0d 18° and is applicable when the direction of energy transfer
is in the direction of the gravity vector, i.e., the lower surface of a heated plate or the upper surface of a
cooled plate. This yields considerably smaller coefficients than the McAdams correlation for energy flow
upward, as shown iRigure 4.2-15 Also shown are the Churchill-Chu values. The McAdams correlation
for energy upflow is

Natural convection

1000

a—=aA McAdams energy upflow
&—> McAdams energy downflow
| == Churchill-Chu vertical plate

100

Nusselt number

10

{10 T A Vv A 1o 1o

Rayleigh number

Figure 4.2-15Natural convection correlation comparison.

0.25

0.54R§

Nu, for 10'< Rg > 10’ (4.2-66)

0.333

Nu, = 0.15R&** for10’'<Rg >10" . (4.2-67)

4.2.15.2 Geometry 130, Natural Convection Model as Coded. The model is coded as
shown.
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4.2.16 Geometry 131, Correlations for Horizontal Plate Below Fluid

This Geometry defaults to Geometry 130.

4.2.17 Geometry 132, Correlations for Horizontal Single Tube

This Geometry defaults to Geometry 130.

4.2.18 Geometry 133, Correlations for Horizontal Single Tube with Crossflow

This Geometry defaults to Geometry 130. The only crossflow logic that has been implemented is for
bundles.

4.2.19 Geometry 134-137, Correlations for Horizontal Tube Bundles
Geometry 135, 136 and 137 default to Geometry 134.

Calculating the performance of horizontal tube bundles is important in some heat exchangers such as
condensers and feedwater heaters.

This geometry differs from Geometry 101 only in the nucleate boiling and CHF correlations. No
distinctions are currently made between in-line and staggered tube bundles. No changes are planned for the

condensation, transition boiling, or film boiling regimes. KAalif®and Palen, Yarden, and Tabdhéié’

found reasonable agreement with their horizontal bundle film boiling data and the Bromley correlation in
RELAPS. Currently, all four geometries default to number 134, which considers both flow across and
parallel to the tubes in a tube bundle.

An illustration fromReference 4.2-67seeFigure 4.2-16 shows the horizontal bundle boiling curve
is shifted to the left compared to a single horizontal tube. The peak is also lowered. These curves are based
on a “common hydrocarbon liquid.”

There are considerable difficulties in obtaining best-estimate heat transfer coefficients and critical
heat flux values for horizontal bundlg&ble 4.2-10shows the range of some of the available data. Very

few water data are available. Palen and Stedif were studying reboiler applications in the petroleum
industry; Slesarenko, Rudakova, and ZakhArRP were interested in desalinization evaporators; and
Polly, Ralston, and Graht14performed experiments for the United Kingdom Department of Industry.

Cornwell, Duffin, and Schullet?’® Cornwell and Schullet? "1 Nakajima*2’2 Chan and
Shoukri#?"3Leong and Cornwef:>’#Brisbane, Grant, and Whalléy "®and Slesarenko, Rudakova,
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Figure 4.2-16Boiling curve for horizontal tube&géference 4.2-6).
Table 4.2-10Horizontal bundle data sources .
Slesarenko, RZIcs)lt)(/)’n
Variable Palen and Small Rudakova, and
and Zakharov Grant
Pressure (MPa) 0.25-0.69 0.006-0.101 0.101
Mass flux (kg/s-m2 ? ? 90-450
Heat flux (MW/m2) 0.003-0.59 0.022-0.135 0.01-0.06
Quality ? ? 0-0.17
Pitch/diameter 1.25-2.0 1.25-2.0 1.244
Tube diameter (m) 0.019-0.0254 0.018 0.0254
Tube layout triangular, square, and ? square
rotated square
Bundle diameter (m) 0.5-1.3 (6 rows) (6 rows)
Liquid subcooling (K) 7.8-30.5 ? 0
Fluids hydrocarbons water R113
Tube material carbon steel MZS copper stainless
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and Zakharo$2-6°show that the heat transfer coefficient increases with increasing vertical position in the
bundle. Bubbles from below cause increased turbulence higher in the bundle. Average bundle heat transfer
coefficients can be several times larger than single-tube coeffidiémtse 4.2-17shows lines of constant

heat transfer coefficient from kettle reboiler data taken by Leong and Cornwell. However, Palen and

Smalf+28show that the critical heat flux decreases as the bundle height increases.

Reboiler tank 241 Tube bundle outline

Figure 4.2-171so-heat transfer coefficient lines from Leong and Cornwell reboiler (r%vmn

4.2.19.1 Geometry 134, Horizontal Tube Bundles Nucleate Boiling Model Basis. A
literature search has shown several possibilities. Polly, Ralston, and Grant tested a 36-tube horizontal
bundle with vertical flow in refrigerant 113 and recommend an equation like the Chen equation on the
outside of the tubes.

h = Shy, + Fh (4.2-68)
where

o = pool boiling heat transfer coefficient

htc = forced convection heat transfer coefficient
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S suppression factor

F two phase multiplier.

For horizontal bundles under investigation, they say,
“However, S may not be a suppression factor.”
In other words, convection may not suppress nucleate boiling in a horizontal bundle. They further say,

“In the case of forced flow boiling in tube bundles we do not have sufficient information to
provide any means of evaluating the factor S. Until such information is available we shall
assume a value of unity.”

The authors also say that the F factor cannot be obtained in the same manner Chen used because the
pressure loss is dominated by form loss instead of wall friction. They assume that the liquid flowing
through the gap between the tubes does so as a film on the tubes. They further assume that the ratio of the
two-phase heat transfer coefficient to the single-phase coefficient is inversely proportional to the ratio of
the liquid volumetric flow to the total volumetric flow. Thin films have less resistance to energy transfer
than thick films. They finally assume a 1/7 power velocity profile in the films and arrive at

1 744
h=h,+ hf%mg) (4.2-69)
where
hy = single-phase liquid heat transfer coefficient

a local void fraction.

The liquid h was evaluated using an ESDU (Engineering Science Data Unit, London, 1973)
equation:

Nu, = 0.211R¢*'Pr*F, (4.2-70)
where
Re = Reynolds humber based on the liquid velocity in the gap between the tubes
Pr = liquid Prandtl number
Fa = a factor that depends on which row the tube of interest is in.

The authors report that for the upper tubes (row 6) in their experimgent1 6.
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The Heat Transfer and Fluid Service Handbook (HTFS) insert BM13 presents a 1969 ESDU
crossflow correlation for a single horizontal tube as

exp[— 0.186+ 0.338 In Re+ 0.362 In Pr

2 2 (42-71)
+0.0131( In R¢“-0.00926( In PY*] .

Figure 4.2-18shows three crossflow correlations along with the Dittus-Boelter equation. The line
marked ESDU bundle is from Equation (4.2-70) wit)sE and the line marked ESDU tube is from

Equation (4.2-71).

Single-phase crossflow heat transfer
P=.1MPa, D=0.025m

100000

oo Dittus Boelter |
=& Shah
A— ESDU bundle

—+———+ ESDU tube

10000

1000

100

Heat transfer coefficient (W/m2-K)

100 1000 10000 100000 1000000

Reynolds number

Figure 4.2-18Liquid crossflow correlations compared to Dittus-Boelter.

Polley, Ralston, and Grant used the Vologtké® correlation for pool boiling:

Nug = 0.236 KP-588p&-706 (4.2-72)

where

Nug = T(-'- (4.2-73)
f
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ks = liquid thermal conductivity

HgapU
o = surface tension
« - L (higpy)®

prprspto
hrg = vapor minus liquid saturated enthalpy
Cot = liquid specific heat
Pe - a"Cubil

hfgkfpg

All the Polley-Ralston-Grant data agree within 30% of Equation (4.2-69), and 310 of their 330 points
agree within 20%.

The problem with using the Voloshko correlation in RELAPS is that it was developed specifically
for pool boiling of refrigerant 113 on a stainless steel surfagere 4.2-19shows data from the bundles
of Slesarenko, Rudakova, and Zakharov and Polley, Ralston, and Grant. The former tested with water and
the later used refrigerant 113. RELAP5 does not have freon fluid properties. Even though the Voloshko
correlation was evaluated with water properties, it agrees with the freon data from the top tube in the
Polley-Ralston-Grant experiment. No data were reported for the bottom row (Row 1).

The Rohsenof?1°pool boiling equation is

hyy = 4. 55><1o5 ”f p %QAF’[P AT, (4.2-74)
Prf
where
s = liquid viscosity
Cpt = liquid specific heat at constant pressure
hrg = saturated enthalpy difference between vapor and liquid
Pr = liquid Prandtl number
g = gravitational constant
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Boiling heat flux
P=1 Bar, G=95 kg/fs

03 5= Chen '
v—~v Forster-Zuber
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Figure 4.2-19Horizontal bundle data and correlations.

Ap

liquid-vapor density difference

ATgyp = wall superheat (g - Tspg.

The coefficient 4.55 x fis 1/G; cubed, where Gis a Rohsenow parameter, which depends on the

surface material and liquid type. Rohsenow lists three surfaces on which data were taken with boiling
water, copper, platinum, and brass. The reportgat@fficient for the first two materials is 0.013; for

brass it is 0.006. The former value is used here. The Rohsenow prediction will cross the Forster-Zuber
prediction at larger wall superheats.
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Based orfrigure 4.2-19results, it appears unwise to strictly follow the Polley-Ralston-Grant method
developed for freon to predict light water reactors. However, the void fraction effect may be acceptable for
predicting bundles submerged in water. Since the void fraction increases in the vertical direction, Equation
(4.2-69) predicts increased heat transfer at the top of the bundle compared to the bottom. Although Polley-
Ralston-Grant propose the void weighted convection term, they do not report void profiles.

Shatf-2"" developed a correlation for horizontal bundles but says it has only been verified up to a
Prandtl number of 0.051. Water has a Prandtl number in the range of 1 to 10. He recommends the

superposition method of Kutateladz®>for higher Prandtl numbers:

AT 0.5
h= [hf)b +hBL+ ATSUb%j (4.2-75)
sup
where
ATgyp = liquid subcooling relative to saturation.

Equation (4.2-75) will yield the effect of subcooling on the convection term, but if used as is it would
predict decreasing heat transfer with increasing elevation. Equation (4.2-69) will yield increasing heat
transfer with increasing elevation but does not have an explicit subcooling term.

4.2.19.2 Geometry 134, Horizontal Tube Bundles Nucleate Boiling Model as Coded.

Finally, Equation (4.2-69) was coded with Forster-Z83&rfor pool boiling, and the subcooling effect is
obtained by using the liquid temperature as the reference temperature for the forced convection part of
Equation (4.2-69), just as is done on the Chen correlation for other surfaces. Equation (4.2-70) without the
F4 factor is used for the liquid convection term.

Later, if assessment using the Polley-Ralston-Grant method proves unsatisfactory, the Nakajima
approach will be examined:

Q" = agq’, + (1-0) q. (4.2-76)
where

a = vapor void fraction

d"fiim = heat flux across the thin film of water on the tubes

q"p = pool boiling heat flux on a single tube.

The film referred to consists of water wetting the heated tubes in a two-phase upflow environment.
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4.2.19.3 Geometry 134, Horizontal Tube Bundles CHF Model Basis.  The critical heat flux
on horizontal bundles can be similar to a single tube at the bottom of the bundle. At the top of the bundle,
the tubes can beconeeculation limitedif their liquid is being supplied from below, iooding limitedif
their water is supplied from above.

Cumo et af>""8performed a forced convection experiment using a nine-rod horizontal bundle and

found that CHF did not degrade with increasing fluid quality. However, the Palen-Small data are from
natural circulation experiments with large diameter bundles and represent reactor heat exchanges better

than the Cumo data. SHz#"® correlated the Palen-Small data to obtain

CHF, g1 = CHpre.z%gms (4.2-77)
0
where
CHFyp = pool boiling critical heat flux for a single tube
Dg = bundle diameter
Do = outer tube diameter
N = number of tubes.

Increasing the tube density for a given heat flux would raise the bundle average quality, yet the
equation predicts a decrease in bundle critical heat flux.

The Zube?2"?correlation for the pool boiling CHF developed for a flat plate is

CHFyp = Khyg [09 (o1 - pg)]*#° (pg) *° (4.2-78)
where

K = hydrodynamic boiling stability number

o = liquid surface tension

g = gravitational constant

hrg = difference between saturated vapor and saturated liquid enthalpy.

The value of K suggested by Zubemig24=0.13 . Kutateldd&?independently developed the
same equation and recommended K = 0.16; Rohskfiddrecommends K = 0.18.
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Sun and Lienhaft?81 extended this correlation to a horizontal cylinder by using a multiplier that
depends on a radius factor:

Q. !
Mul = Eb.89+ 2. Zexp{-3.44R"%} for (0.15< R'< 3.47) (4.2-79)
0.89 for R'> 3.47
where
| I— R -
R= —F— (4.2-80)
(8p) U

Py
1

tube outer radius.

R’ is about 3.8 for a 2 cm tube; therefore, the reduction from a flat plate to a tube of this size is 11%.

Hassan, Eichorn and Lienh&ri®? studied CHF during vertical crossflow over a horizontal heated
cylinder and found that an unheated cylinder directly in front of the heated cylinder reduced CHF to as low
as 10% of the single cylinder value. If the pitch to diameter ratio (P/D) was larger than 4 the unheated

cylinder had no effect. Sh&f83correlated the data between a P/D of 2.1 and 3.8 with:

P
CHF = Nypgit,v;| 2585 5-4.13] . (4.2-81)

The term yis the free stream liquid velocity.

The important factor causing bundle CHF is liquid starvation. When the escaping steam occupies too
much of the space between tubes, nucleate boiling can no longer be supported on the upper tubes. Folkin

and Goldber@2'84bubbled air across tubes in a pool of water to simulate boiling and report that

CHFyungie = CHRype(1-1.175x) (4.2-82)

whereaq is the void fraction around the heated tube. According to this correlation, the bundle CHF is zero

at a void fraction of 0.851. The pressure, temperature, and flow enter the correlation implicitly through the
void fraction.

4.2.19.4 Geometry 134, Horizontal Tube Bundles CHF Model as Coded. The Shah
correlation of the Palen and Small data was not implemented because it was developed for design rather
than best estimate. The Shah correlation is more of a criterion to prevent CHF on any of the tubes. It does
not give users the capability to nodalize horizontal bundles in the vertical direction and obtain nucleate
boiling on the bottom tubes and film boiling on the top tubes. Equation (4.2-82) was implemented in
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RELAPS5 without the Sun-Lienhard extension of the Zuber correlation for a single tube. Folkin and
Goldberg used Equation (4.2-78) with K = 0.14. The coding follows Folkin and Goldberg. Equation (4.2-
69) predicts an increasing heat flux with an increasing void fraction during nucleate boiling, but Equation
(4.2-82) predicts a decreasing CHF with a void fraction. Film boiling will be predicted by RELAP5 when
the two equations cross.

Crossflow is considered for surfaces in multi-dimensional cells in all heat transfer regimes. The mass
flux values used are shown Table 4.2-11 In 1-dimensional cells, the parallel mass flux is used in the
correlations with the assumption that the bundle is at right angles to the flow direction.

Table 4.2-11Mass flux values for geometry 134.

Bundle is aligned
with J G for hparallel G for heyoss
X AXIs G ) s
(Gy +G))
y Axis C§, (62 N G2) 0.5
z AXis .
C% (G)z( + Gi) 0.5

Three researchers report a subcooling effect on CHF. Two of them are in the form:

Top—T
Fsub= 1+ nggg"wg . (4.2-83)
g f

g

lvey and Morrié23° give a value of m and n of 0.1 and 0.75, respectively, whereas
Kutadeladz&288gives values of 0.065 and 0.8.

A similar factor was developed by Zuber, Tribus, and Westfl«t&r:

0 0.5 05 U
O 5.32L7(pCyk) ™ O
Fsub= 1+ 350 _‘;))f 0(Tep—T) (4.2-84)
Oy h [#} O
[TF9 fg 2 O
g
where
— .5
L = Beed (4.2-85)

(0)

Figure 4.2-20compares these two equations at two pressures. At 100 K subcooling and 0.1 MPa, the
later equation is higher by about 8%. Since this is smaller than the uncertainties involved, the computer
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time savings is defensible. Since the two equations give similar results, the simplest one has been
implemented. The final equation for CHF in horizontal bundles is

CHF muiltiplier for subcooling effect

7.0

o—-o lvey-Morris 0.1MPa
6.0 - == Zuber-Tribus-Westwater; 0.1 MP

g a—= |vey-Morris 7TMPa

& 5.0 _

£ +—+ Zuber-et.al. 7MPa

(@]

£ 40

o

3

o 30

>

7]
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= 20

O ,.r::i::é N
10 (0000t
005 20 40 60 80 100

Liquid subcooling (K)

Figure 4.2-20Comparison of subcooled boiling factors for CHF.
CHFyungle= CHRype (1 - 1.17%1) Fsub (4.2-86)

where Fsub is determined from Equation (4.2-83), andgE&ses a K factor [in Equation (4.2-78)] of
0.14 as recommended by Folkin and Goldberg.

The textbook by Caréy?88evaluates Equation (4.2-78) at saturation conditions before applying the
subcooling factor. This appears logical but the other literature is not clear on this point. A check was made
to determine if additional calls to the steam tables could be avoided by not using the subcooling factor and
by simply evaluating CHF at the local temperattiigure 4.2-21is a result of this investigation. At low
pressure, the CHF with liquid properties evaluated at Tfluid only rises by about 7.5% between 0 and 100 K
subcooling, but the multiplier at low pressure is 600% {Sgare 4.2-2Q over this same subcooling
range. At high pressure, the CHF based gpqTrises about 29%, but the high pressure subcooling
multiplier only rises about 9%. The code updates evaluate CHF at saturation conditions, and the
subcooling multiplier is then applied.

4.2.20 References

42-1. W. M. Kays, “Numerical Solution for Laminar Flow Heat Transfer in Circular Tubes,”
Transactions, American Society of Mechanical Engineersl995, pp. 1265-1274.
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Figure 4.2-21Effect of property evaluation temperature on CHF.
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4.3 Wall-to-Wall Radiation

RELAP5/MOD3 has a model that calculates wall-to-wall radiation heat transfer directly, whereas
MOD2 did not. The model is presented in Volume | of this code manual and is not repeated here. One
weakness of the model is that it does not include absorption by the fluid between the surfaces.

4.4 Energy Source Term

Volumetric heat sources can be placed into any heat structure in RELAP5/MOD3. The power for the
heat source can be determined from the reactor kinetics package that calculates the time-dependent power
response, or from a table, or a control system. The internal power source can be partitioned by the use of
three factors.

The first factor is applied to indicate the internal heat source generated in the heat structure. The
other two factors provide for direct heating of the fluid in the hydrodynamic volumes communicating with
the heat structure surface. A user-specified multiplicative factor times the internal power in the heat
structure is added directly to the energy source term in the associated control volume to provide the direct
moderator heating. The energy transferred is partitioned between the liquid and vapor phases by means of
the static quality. The sum of all the factors multiplying the source power should be unity to conserve
energy in the calculation.

The direct heating model is simply a portioning of energy and is clearly applicable in any situation
where the application of direct heating has been justified. No scaling dependence or uncertainties past
those associated with the determination of the input are introduced by the model itself.

4.5 Near Wall and Bulk Interfacial Heat Transfer

The heat transfer correlations described above determine a heat transfer coefficient which relates an
energy transfer rate to a temperature difference. Two distinct cases were discussed: (a) interfacial heat
transfer through an assumed interface as a result of differences in the bulk temperature of the liquid and
vapor phases and (b) wall heat transfer, providing energy to either the liquid or vapor phase, or both. A
special case of wall heat transfer occurs when the wall is communicating with a two-phase mixture, for
then boiling or condensation can occur as a direct result of the wall heat transfer. This heat transfer is
referred to as near wall interfacial heat transfer and is similar to the bulk interfacial heat transfer described
in (a), but it is treated separately in the code because it is not a result of differences between bulk phase
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temperatures. The following discussion will address the various heat transfer conditions by identifying
those terms in the energy equation used to account for them and by showing the relationship of each term
to the overall mass and energy balance. Because the interpretation of each of these terms in the energy
equation is nontrivial, they will also be related to the heat transfer output information typically contained

in a RELAP5/MOD3 major edit. The discussion to follow will address primarily the boiling model. The
condensation model will be discussed briefly.

4.5.1 Interfacial Heat Transfer Terms in the Energy Equation

The phasic energy equations stated in Volume | of this manual, are

d 10 0o, P9
a (agngg) + K& (GgngngA) = —Pa—tg—K& (GngA)
+Qug+ Qg * Mghy + Myhy—Qy +DISS, (4.5-1)

(11 3 [K] [L]

Po

2 (@pUy) + 22 (ayp,UpvA) :—P%———(GVA)
at I Agy R ot Aodx:
+Qu+Q —Tighy =T, + Qg +DISS; . (4.5-2)

(1[4 (Kl [L]

See Volume | for the meaning of these terms. The identification of the terms of interest here is

| wall heat transfer

J interphase heat transfer
K interphase latent heat in the bulk
L interphase latent heat near the wall.

Terms J (Q, and @) are interfacial heat transfer terms resulting from both bulk energy exchange

due to phasic temperature differences and near wall energy exchange due to wall heat transfer in the form
of boiling or condensing. They relate to both terms K and L, whiclijgrehe interfacial mass transfer

resulting from a difference in phasic temperatures, [gpdthe mass transfer resulting from wall heat
transfer.

These four terms relate the wall heat transfer to the fluid energy, and they relate each of the phases
through the interfacial heat transfer. Terms | and L refer to wall heat transfer. Term | is the total wall heat
transfer to the given phase, either liquid or vapor, so the surycr@ Q,q is the total wall heat transfer

to the fluid space, Q, as shown in Volume I. The te(@ﬁvs Ca,-vrj/d are the fractiqp eh@ Q\,g
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resulting in mass transfer. Terms | and L are related thrbygfihe association between heat and mass
transfer near the wall is given in Equation (4.5-3) (boiling) and (4.5-4) (condensing).

W

- Qi
" hy—h
W

r, = 2o
w =
hy—h,

r >0 (4.5-3)

r,<o . (4.5-4)

The relationships among terms |, J, K, and L are algebraically complete and correct in Volume I, so
the derivations will not be repeated here. It is useful, however, to summarize the assumptions used to
determine those relationships.

The phasic enthalpie$]*g arhﬁ , associated with bulk interphase mass transfer in
Equations (4.5-1) and (4.5-2) are defined such m’@: h; h:nd= h; for

vaporization, anm; = h, and; = h; for condensation. This is tantamount to the bulk
fluid being heated or cooled to the saturation condition at the interface and the phase
change taking place at saturation conditions. The same is true for the phasic enthalpies,
h'g andh’; , associated with near wall interphase mass transfer.

It is assumed that the summation of terms J, K, and L in Equations (4.5-1) and (4.5-2)
vanishes, i.e., the sum of the interface transfer terms vanishes. This is because the
interface contains no mass and energy storage.

Assumption 2 is satisfied by requiring that the near wall interface heat transfer terms and
the bulk interface heat transfer terms sum to zero independently.

The ramifications of these assumptions and their implementation in the code will be discussed next.

4.5.1.1 Near Wall Interphase Heat Transfer. Near wall interphase heat transfer is directly in
only one term in the energy equation,;@r Q,g. During nucleate boiling, £ is zero and the code treats

Qus In two parts,

Quwf = Qeonv t Ghoil (4.5-5)

where Qg is that portion of the wall heat transfer treated as a convective heat flux,gnas Ghat

portion which results in the saturated pool boiling from the liquid phase. The tgfis@e same as);

in Equation (4.5-3); this is the near wall interphase heat transfer. When boiling exists, a fraction of the
energy is accumulated in the variablg
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Because RELAP5 has just one liquid temperature in a volume and does not calculate thermal
gradients in the wall boundary layer, another model must be usdd,forhis is especially true for

subcooled boiling. In this case, the bulk liquid can be subcooled while water in the boundary layer is
warmer and is flashing to steam, resulting in a net vapor generation. To capture this effect, the mechanistic

method proposed by Lah&y ! as implemented in the TRAC-B cot&;? is used in RELAP5 during
nucleate, transition, and film boiling. Furthermore, the moderl fowill not result in positive;y for

subcooled bulk liquid temperature.

The Saha-Zub&r3 method of predicting the conditions necessary for net voids to exist is
calculated; then Lahey’s method of assigning a fraction of the total heat flux to liquid, which causes
flashing at the wall, is applied. The Saha-Zuber correlation uses the Peclet number to decide whether the
heat flux should be related to the Nusselt number (low flow) or Stanton number (high flow). At some
point, as the liquid flows axially past a heated wall, the enthalpy may become close enough to the
saturation enthalpy that bubbles generated at the wall will not be condensed. The enthalpy necessary is the
critical enthalpy:

cr

he = hy = St'C,/0.0065  for Pe > 70000

(4.5-6)
= hy o= NU'C,/ 455 for Pe < 70000 .
where
St = Nu'/Pe (4.5-7)
D
Nut = T (4.5-8)
kf
G,DC,,
Pe = — (4.5-9)
i
o = wall heat flux to the liquid. (4.5-10)

If the minimum of the bulk liquid enthalpyy,fand the saturation liquid enthalpygkis greater than
the critical enthalpy, ), then the direct wall flashing term,,, is a fraction of the wall heat flux to liquid.

From Lahey*>the fraction is:

min(hf’ hfs) _hcr
(hf=h.) (1+¢)

Mul =

(4.5-11)

where
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py [ —min (b, b))

4.5-12
P ( )

The final expression for the wall vapor generation rate per unit volume during boiling is

A
il Mul (4.5-13)

r, = !
V [max(h —hy, 10° I/ kg)]

where V is the cell volume. A lower limit on the enthalpy difference in the denominator was found to be
needed in a test problem which included noncondensables. A valu3kd@vas chosen.

During condensation, there is alsd g term, but for partitioning it uses all the heat flux from the

vaporq; . The difference between the actual vapor enthalpy and the saturated liquid enthalpy is used in the
equation for the condensation rate

GgA,,

r, =
V [max(h,—hy), 10" I/ kg

(4.5-14)

A boiling condition is checked to ensure thgt does not represent a greater mass of liquid than is
available to boil in 90% of the current time step. For the boiling situation,

0 0.90p:

r, = ming,, X

(4.5-15)

w

In the event this test shows, greater than 90% of the remaining liquid in the control volume, the
value ofl", is reset to the 90% limiting value. A similar test is performed for a condensation calculation to

allow no more than 90% of the available steam in a given control volume to condense in a single time step.
This test results in less vaporization (or condensation) for a system calculation when the void fraction in a
control volume is close to either unity or zero.

4.5.1.2 Bulk Interphase Heat Transfer. The relationship between bulk interfacial heat and

mass transfer is similar in the use ()Iﬁ;—h:) to determine the mass transfer associated with the

interfacial heat transfer. The code includes no specific variable to represent interfacial heat transfer.
Instead, it is incorporated into the energy equation in terms of an interfacial heat transfer coeffjaent, H

H;;, and a calculated temperature differencé; (Tly) or (T°- Ty), respectively.

4.5.1.3 Total Interphase Heat Transfer. The reduction of the energy equation from its basic
form in Equation (4.5-2) (liquid phase) to the following (see Volume |):
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0 170 0
3 (aep;Up) + A [O_X (0;psUpviA) + P& (GfoA)}

da, O h Op O h, O 0P P,
= —“%%ﬁ (T=T.) + Ot [H, (T°=T,) + —=—H_ (T~ T 4.5-16
ot " Ch, —hy PEH'Q( o Ch —h; O (T T (T (45719)

Ol+ed , M-e0
_|:|J 2 %19+|_| 2 %f}rw+wa+DlsS

from which the numerical form is derived, requires an assumption for the interface transfer terms
described in Section 4.5.1. Combining the phasic energy equations, Equations (4.5-1) and (4.5-2), into a
mixture form by adding results in the following collection of terms representing the total interface energy
transfer:

Qg+ Qi +T g (hy—hp) +T, (hy—hy) . (4.5-17)
Assumption 2 in Section 4.5.1 is a requirement that the sum of these terms vanish, i.e.,
Qi+ Qi + g (hy—hy) +T, (hy—h) =0 . (4.5-18)

Assumption 3 in Section 4.5.1 goes on to assume further that the bulk transfer terms and the near
wall transfer terms vanish separately. Thus,

P * *

ESHig (TS_Tg) + Hif (TS_Tf) + rig (hg_hf) =0 (45-19)
and

Qg + Qi +T, (hy—h) =0 . (4.5-20)

Equation (4.5-20) is rewritten in the form

e
W= Q4 =0, r,>0 (4.5-21)
and
P QW
w=7—=Qf =0 r.<o (4.5-22)
h, —h,
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and is evaluated in the heat transfer correlation when boiling or condensing is calculated. The energy
associated witli, is never deposited in the associated fluid space, but rather is carried in the calculational
scheme as a mass generation rate. The energy is accounted for in t€ynanaf is converted into an
energy form in the energy equation itself, as seen in Equation (4.5-1) or (4.5-2). Note that the saturation
enthalpy multiplyind",, in both phasic energy equations properly incorporates the latent heat such that the
energy contribution (positive or negative) fréiy is correct.

The other mass transfer term arises from bulk exchange between the liquid and vapor spaces.
Equation (4.5-19) is the essential defining equation and is rewritten as

_SHig (TS_Tg) +H (TS_Tf)
ro= . (4.5-23)

hy,— b

The actual coding fof g is included in its final form in subroutine EQFINL, where the back
substitution following the implicit pressure solution is completed. The Egris not calculated directly,

but its contribution to the energy equation is determined exactly as shown above in Equation (4.5-23).
Figure 4.5-1 provides an overview of the energy patrtitioning used in RELAP5/MCture 4.5-2
provides more detail of this energy partitioning.

L Q
Qut
Liquia‘/ \;'N‘eafv'vgurﬁraae‘sg . \Vapor

bulk | bulk
energy | - ! energy
/ Qf ™ Qg Ta
l | CONVECTION
CONVECTION . |
| Bulk process [
|
[ . r|g P 1
Hig (T5T) ——  SHig(T*Ty)

Figure 4.5-1Energy partitioning in RELAP5/MOD3.
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. . Bulk process
Direct heating process P

J Near wall process
x/_ - - ~ ,__K
;N p N VAPOR - N
/ ‘ A § N /AW
|| Qu \\ // Qig Mighg 7] Qi a
’ | b Pl |
|
| 4 Iy /' ‘ — INTERFACE Q
| I\ | 8 e N T
\ \ Qjf / \ Qjf w'f
\ Y ,/ N / 4 /
v N \
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Figure 4.5-2Energy partitioning in RELAP5/MOD3 (another view).

The term Q is the sum of§g and Q. The ternTjy is the mass transfer associated with bulk energy

exchange, and specifically does not include any direct effects of mass transfer from wall heat transfer. The
terms @ and Qq, on the other hand, include the energy associated with both forms of mass transfer, as

shown in Equations (4.5-24) and (4.5-25):

P s
Q, = QL +Qp = BH (T°-T,) +Qy ., (4.5-24)
and
Qi = Qﬁ"'nyV = H; (T°-T)) +Q?/fv . (4.5-25)

The sum of ¢ and G represents the net energy exchange between the phases.

4.5.1.4 Further Description of Interphase Heat Transfer. ~ As discussed in Volume |, there is
an option to more implicitly couple the hydrodynamics to the heat slabs. To accurately model multiple heat
slabs, the mass transfer near the Wgj)) (s split into a boiling part{,) and condensing paif §). For this

option, 'y, is the near wall mass transfer for all the heat slabs that are in the boiling modg,isitite

near wall mass transfer for all the heat slabs that are in the condensing mode. Thus the total mass transfer
consists of mass transfer in the bulk fluigy and mass transfer in the boundary layers near the Wglls (

andrl); that is,
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Fg=Tig+tTwtTg . (4.5-26)

Thel,, andl'; terms are the mass transfers from flashing and condensation associated with wall heat
transfer and both are determined from the wall heat transfer computation.

Using thisl",, andl" . notation, a more detailed description of the energy partitioning process is next
described.

Using somewhat different notation in the source terms, the phasic energy Equations (4.5-1) and (4.5-
2) have the form

0 10 _ aag PO
5t (TaPgUg) + 255 (AgPgUgVeA) = =P =152 (AgVeA) (4.5-27)

B * ' '
* Qig + righg + QWg _Qcond + I_thg + rchcg—ng + DISSg

) 190 __pd% _Pa
3t (apsUs) + Adx (aipiUviA) = =P ot Adx (apveA) (4.5-28)

+ Qil?_righ: +Quf — Qflash_rwh:/vf - rch;:f +Qy +DISS .

The term Q,q corresponds to-Q;  for boiling, and the term,Q corresponds to—QiV; for
condensation.

Figure 4.5-3illustrates terms in the energy Equations (4.5-27) and (4.5-28). The top and bottom
rectangles represent vapor and liquid regions of a hydrodynamic volume and have nonzero volumes to
indicate that the time derivatives represent the accumulation of energy in the two regions. The horizontal
line between the two volumes represents the liquid-vapor interface and the fact that the line has no volume
indicates that the interface cannot accumulate mass or energy. Arrows show mass and energy entering or
leaving the liquid and vapor regions and the interface. The direction of the arrow shows the positive flow
direction and most quantities can have positive or negative values. The arrows marked with convection
(apUv) and ‘work’ are from fluid flow into and out of the regions. The work terms are PV work terms in
the energy Equations (4.5-1) and (4.5-2). The use of inward and outward pointing arrows anticipate the
development of numerical approximations to these equations. In those approximations, inlet and outlet
surfaces to the volumes are assumed and inward arrows point to an inlet and outward arrows leave an
outlet surface, The arrow points in the direction of positive flow. If the flow is reversed, the signs simply
change. Quote signs are used with the work term since this is a thermal energy equation and only part of
the work term is present.

The wall heat transfer computation (Section 4.2) computes phasic heat fluxes. The heat transfer rates
per unit volume to each phasgyf@nd Q,q are given by

1
Qur = \_/quiAhi (4.5-29)
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Y, ong, O Lol
\ Quwg - Qeond \‘“ \QQ
Near Vapor Region . Direct
}llva"h' A Near wall Butk heating
ashing T i rocess process
[ ~[process | M g?gfgsnssm? I_ i 1
. , * B _
| I'thg | | rchcg | | righg Qig |_
| | | o Ba (1T
Qcond
I IQ | i | I o E
flash
(1—P§[
| | | Interface | | P Hei (Tg—=T)
| rwh;/vf | | Mehes | | righ: Qﬁ = |
L — Ly — I [ -
H (T°-T))
Y \J
Liquid Region

A A I ] ’y, 4,
\OQ\) /&\“(0&/0\:6 Quwf - Qtlash \‘0,1{7/r \Z”/f

Figure 4.5-3Energy partitioning in RELAP5/MOD3 (detailed).
=ivq.A 4.5-30
ng - \_/Izqgi hi ( -7 )

where ¢ and g; are phasic heat fluxes for surface j; & the wall heat transfer surface area, V is the
volume of the hydrodynamic volume, and the summation is over all heat structures attached to the volume.
These phasic wall heat transfer rates satisfy the equation § = Q4 Where Q is the total wall heat

transfer rate to the fluid per unit volume. For some modes of heat transfer, the heat transfer correlation

package divides the phasic wall heat transfer into two parts, one part going to the phase, the other part
going to the interface where it causes mass and energy transfer. For flashing, a portion of the heat transfer
to the liquid goes to the interface where it generates a change of phase with mass and energy transfer from
liquid to vaporl ;. The wall heat transfer correlation package determinefomeach heat structure (i)

such that

Mwi = MGGk - (4.5-31)
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For condensation, a portion of the heat transfer to the vapor from each heat structure (i) goes to the
interface where it generates a change of phase with mass and energy transfer from vapor to liquid. A factor
mgi for each heat structure (i) is generated such that

[ci = Mgidg; - (4.5-32)

The contributions of wall associated mass transfer are summed over all heat transfer surfaces to
obtain the totals within a volume

Mw =Y M (4.5-33)

M. = 2rci . (4.5-34)

The flashing process portion Bigure 4.5-3shows Q.5 as that portion of the wall transfer to liquid

going directly to the interface, causing mass transfer from liquid to vapor. Similarly, the condensation
process shows Qg as that portion of the wall transfer to vapor going to the interface, causing mass

transfer from vapor to liquid. The directions of the arrows for flashing and condensation mass flows are the
same even though condensation is in the reverse direlcfjas.always greater than or equal to z€rois
always less than or equal to zero.

Using the principle that no mass or energy accumulates at the interface,

Qrash = M (Mg = Pir) (4.5-35)

Qcond rc (h;:g - h;:f) : (45-36)

Comparing to the notation used in Section 4.5.1, the tgx, Qorresponds teQinv for boiling, and

the term Qynq COrresponds te—Q?’g for condensation. The heat from the wall going directly to the

interface must be subtracted from the wall heat transfer rates. As illustrateglim 4.5-3 the liquid
energy Equation (4.5-28) includes the termg QQash fOr energy entering the liquid from the walls and

the terms,l'wh;,Vf and’chicf for energy leaving the liquid due to change of phase. The vapor energy
Equation (4.5-27) includes the termgQ Qcong for energy entering the vapor from the walls and terms

FWh'Wg and I'Ch'cg for energy entering the vapor due to change of phase.
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4.5.2 Interpreting RELAP5/MOD3 Output of the Energy Equation

The three variables printed in a major edit are macroscopic terms related to the entire control volume.
These variables are the total wall heat transfer to the control volume, Q, the total wall heat transfer to the
vapor space in the control volume, QWG, and the total vapor generation, VAPGEN. In the major edit,
these are labeled TOT.HT.INP, VAP.HT.INP, and VAPOR-GEN. In terms of variables discussed above,

Q is straightforward and includes all wall energy from (or to) the heat structure. The term Q can be
interpreted as consisting of two terms, QWF and QWG, the total wall energy transferred to each of the
phases. These two terms include wall energy convected to the particular phase and energy associated with
the mass transfer. The term QWG is printed in the major edits; the term QWF must be inferred from QWF

= Q - QWG. The term QWF includes the convective heat flux term, noted in Section 4.5.1},aar@

therl,, term associated with boiling. From Equation (4.5-3), the energy associatdd,visth
Qf = T, (hy—hy) . (4.5-37)

Note that in this foer??’ is a negative contribution to the liquid phase, for the net result on the

phase is a removal of mass and its internal energy. Note also that a test is performed such that a given heat

structure will contribute to eitheQ?'fV 0@?';

associated fluid space, but it will not contribute to both in the same time step. Thus, the energy terms for
each phase in the control volumes are identified. The term VAPGEN, noted as vapor generation in the
output, is the total interphase mass transfer and includes both the bulk and near wall terms.

, depending on the thermal-hydraulic conditions of the

4. 5.3 References
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p. 65.
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APPENDIX 4A--CORRELATIONS FOR INTERFACIAL HEAT AND MASS
TRANSFER IN THE BULK FLUID FOR RELAP5/MOD3

Bubbly Flow
SHL (superheated liquid, ATg <0)
C
3 o2y, oy
0 dy Tt pghfg O
H; = maxDk 0O+ 0.4 vf|prpfFl ayiF,F3 (4A-1)
[t 85 O
o, (2.0+ 0.74R¢%) .
where
ATSf = TS - Tf
Weo(l1-a _
Re, = ( b“b),We o = max(Weo, 10
2 172
Hr (Vi)
We = PdyVey/0 = 5
dy = average bubble diameter (= 1/24)
B = 1.0 for bubbly flow
gt = interfacial area per unit volume
= 3'6abub/ do
Opup = max Qg 10°)
Vig = relative velocity = y - v ag>10°
= (Vg - Vp) aglU5 Og < 10°
V2 _ max| 2 We o
¢ [ * pymin (D, D)}
D = hydraulic diameter
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Xn =

NUREG/CR-5535-V4

0.005 m for bubbly flow

min (0.001 00 / Apup

1—

F1

0 Lol L 1 Opub

0.001 0.01 0.1

min (0.25,0pyp) / Opub

1
F2
° 0.25 050 075 %bub
1 ATg<-1
Fa (1 +4Tgp) - ATy -1 <AT4<0
Fy AT4>0

Fa

3 -2 101 2 3,7,

1

Fa

107 10% 10% 10* 10%

noncondensable quality
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Hif = 0.0

SCL (subcooled liquid, ATg > 0)

_ FsFshigPgPiOup

iftg = 0.0 andATg> 0.

RELAP5/MOD3.2

Hi oy (4A-2)
where
Pr-Pg = max @ - pg, 107)
F3, ap,pas for bubbly SHL
Fs = 0.075 Opyp> 0.25
= 1.8pC exp (-4t + 0.075 Opub < 0.25
C = 65.0 -5.69 X 18 (P - 1.0 x 16) R 1.1272 x 16 Pa
= 2.5x 10/ pt418 P>1.1272 x $a
P = Pressure (Pa)
0 = 1 M <0.61
= [1.639344 |y]°47 M > 0.61.
SHG (superheated gas, ATgy <0)
Hig = hg Fe F7 &y (4A-3)

where
hig = 10* WimP-K
3yt as for bubbly SHL

4A-3
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Fe = [1+n (100 + 2§)], n = [max (-2ATgg)|
400 8000
300 6000
Fo 200 Fo 4000
100 2000
0 ] 5 5 =% 10 15 20"
(ATgy<0) (ATgg>0)
. _ max(ag, 10°)
7 = — .
max(ag, 10 9)
10°73
10" 1
10° §
F7 102'
10" 4
1¢° 5 .
T 1010109108107 10610° 10°
SCG (subcooled gas, ATgy >0)
Hig as for bubbly SHG
Note thatATsy> O for this case (functiong):
Slug Flow
SHL (superheated liquid, ATg <0)
Hit = Hit 1o + Hit bub
where
Hirro = 3.0x1Cay, 1,01, (4A-4)
where
a;fy Tb = volumetric interfacial area = [4.5/D] (2)
D = hydraulic diameter
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O1p = Taylor bubble void fraction =o - agg)/(1 - g9

= Taylor bubble volumef/total volume

Ogs = the average void fraction in the liquid film and slug region
= apsFg
F _ O, —0Opgg
9 = exp| —8——
Usa—0ps
1
Fg
0 | I g
OBs Osa
OBs = aq for bubbly-slug transition
Oga = (of for slug-annular mist transition

and

Hit pupb is as forH;; for bubbly SHL with the following modifications:

Opub = aps Fg
_ 2
Vig = (Vg - V) Fy
fbub = (3ge) pup (1 —a1p) Fy
B = Fy

(3g)bub IS & for bubbly SHL.
SCL (subcooled liquid, ATg > 0)

Hit = Hit o + Hit bub

where

0.5%f _*

k
0.5
Hif,Tb = 1.18942 R? Prf Bagf %TpH
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where

O1p and a;f'Tb are as for slug SHL

Pr; Cor Mt / Kt
Re = Ps D min (% - Vg, 0.8) /¢

and

Hit pub is as for bubbly SCL

SHG (superheated gas, ATgy <0)
Hig = Hig,tb *+ Hig,bub
where
Higto = (2.2+0.82 Rés) %&;thGTb
where

a;f‘ 1, anday, are as for slug SHL

Rey = Pg [Vt - Vgl D /Hg
and

Higoub = hig Fs (1 - 0Th) 3yt bub
where

atp and @¢pypare as for slug SHL

and

hiy and Fs are as for bubbly SHG.

SCG (subcooled gas, ATgy > 0)

Hig = Hig,mb * Hig,bub

NUREG/CR-5535-V4 4A-6
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where

Higmo = hig Fe 07 gt 16
where

O1p and a,;”b are as for slug SHL

hiy and Fs are as for bubbly SHG

and

Hig bubis as for slug SHG.

Annular Mist Flow

SHL (superheated liquid, ATg <0)

Hit = Hit,ann * Hit,drp

where
Hifann = 3.0x 16 &gf,annF10
where
8fann ~ (4C4n{D)(1 - Gﬁ)llz
Camn = (300) /% (2.5)
D = hydraulic diameter
O = max (0.00¢F; 1)
Fiy = y max [0.0, (1 - &)] exp (-G, x 10°A%)
Ce = 4.0 horizontal
= 7.5 vertical
A = V./V horizontal flow

g crit

4A-7
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= O gVg/Verit vertical flow
v, = max (Jy - V|, 101

— (pf_p )ga A i 12 15 _30.
Verit = max { 0-5[ pggD o "e} (1-cosB), [v,—Vv{10 ", 10}

(horizontal) [see Equation (3.1-2)]

Verit = 3.2[0°g (s - pI M4/ pgt? (vertical) [see Equation (3.2-21) and (3.2-23)]
ol = max @, 107)
G = 104 R
Re = 0t¢ Pl v¢| D/pg
v = y Oy >0gp andas <agp
= 1 otherwise
O —0ap
Y = —
GEF_ GAD
1
v
0 T - a
1_GEF 1_GAD g
aaD = 104
Ogr = max [205p, Min (2.0 x 10° %’ 2 x 10%)
f
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and

Hit arp

9

V%g

Apub

min (1.0 +A[Y2+ 0.05 |, 6)

! ! L Pg/Pr

104

K
a‘;Flelsagf, drp

characteristic droplet diameter

We 9 we = 1.5 we = max (Weo, 1019
PgVig
max[ w2 We o }

fg . , . 1/3

pgmin (D'aty,yy, D)

Vig 07108 o < 108
Vig o > 10°
Vig (1 - F11y) Og>0gp andas < Ogg
Vig (1 - F19) otherwise
Vg - Vg
Otd
0.0025m
max [ 1-ay’ GAD}
dapY + 10° (1 -y) Og > 0gp andos < Ogp

4A-9
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= OAD otherwise
F12 = [1+¢& (250 + 5@)]
3 = max (0, -ATg)
3000
Fi2
1000 F12=1.0
ATsf L [ S B T 1 I 1
-10.0 -5.0 J
-1000
C max( QAT
Fis = 2.0 + 7.0 minL.0+ 2! h( 98T g of
fg
3-6afd
fdp = q (1-ag) .
d
For an annulus componenty = a; anday = 0.
SCL (subcooled liquid, ATg > 0)
Hit = Hit ann + Hit.drp (4A-8)
where
Hifann = 103 prpf \4 &fann Fio
where

3gt.anna@nd R are as for annular mist SHL

and

k
Hitarp = aﬁ F13 &gf,drp
d

where

ayt,drp F13 @and ¢ are as for annular mist SHL.

For an annulus component; = o andagg = 0.

NUREG/CR-5535-V4 4A-10



RELAP5/MOD3.2

SHG (superheated gas, ATgy <0)

Hig = Hig,ann* Hig,drp

where
kg 0.8
Hig,ann = 50-023 R% agf,annFlo
where
Rey = Pg Vg - V|Dag/lg

F10and @fannare as for annular mist SHL, and

k 05
Higap = J: (2.0+ 05 RQS) 8¢, drp

where

dq is as for annular mist SHL

3
Weao(l-a
Re; = ( arp) — We = 1.5, Wes = max (Weg, 1019

My [y (1—0lgpp)]

Qfarp 8yf drp O;20pp

o.F .
%f,drp[# +(1- F14)} O <0Uap
AD

3yt,drp Adrp v:;z ,anda,, are as for annular mist SHL, and

Fis = 1.0 - 5.0 min [0.2, max (®Ty)].
4
Fi4
. ATgg
0.0 0.1 0.2

For an annulus componenty = a; anday = 0.
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SCG (subcooled gas, ATgy > 0)

Hig = Hig,ann* Hig,drp
where

Higann = higagt.annF10 Fs
where

hig and Fs are as for bubbly SHG angan,and kg are as for annular mist SHL

and
Higap = hig 3y, arp F6
where

3y, arp 1S @s for annular mist SHG,

and hy is as for bubbly SHG.

For an annulus component; = a; anday = 0.

Inverted Annular Flow

SHL (superheated liquid, ATg <0)

Hit = Hit bub + Hig,ann

where

Hif pub is a@s for kt for bubbly with the following modifications:

2
= (vy—Vy) Fie

NUREG/CR-5535-V4 4A-12
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and

Hif,ann

where

8gf,ann

-8 (GBS_GIAN)}F
18
Ugs

exp[
of for inverted annular

ops for IAN/ISLG transition (se&igure 3.2-])

min (04/0.05, 0.999999)

Fig
a
0 0.05 ’
Fi6
Opub
O,y — O ~
max[ (a)an B) 10 7}
(1-0ap)
F17 diaN
3.6a
d—bUb(l_aB) Fie
b

average bubble diameter (see bubbly SHL)

3 x 16 a7 amn

4
5F15(2-5)

hydraulic diameter

(l _ 05)1/2.

4A-13
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SCL (subcooled liquid, ATg > 0)

Hit = Hit pub * Hif.ann

where

Hit pub is as for bubbly SCL

and
kf 0.8
Hifann = 50023 R 8yt ann
where
Rean = Pr | vt - Vgl (1 -ayan)/ b

3gt.annanday are as for inverted annular SHL anglis-as for bubbly SHL.

SHG (superheated gas, ATgy <0)

Hig = Hig,oub* Hig,ann
where

Higbub = hig Fe agf,bub
where

hig and Fs are as for bubbly SHG anggyis as for inverted annular SHL

and

Higann = BgF19agf, ann

where

NUREG/CR-5535-V4 4A-14
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Fo = [2.5 -ATgq(0.20 - 0.1QAT)]

8

6

F1o
4
2
L | 1 | Ang
10 5 0 5 10

agf, ann = 3gf,anr(F20
Foo = 0.5 max (1.0 - |5, 0.04)

Fisand g¢annare as for inverted annular SHL.
SCG (subcooled gas, ATgy >0)
Hig is as for inverted annular SHG.
Note thatATsy> O for this case (Function §.
Inverted Slug Flow

SHL (superheated liquid, ATg <0)

Hit = Hit ann * Hif,drp

where
Ki
Hifann = D F12F1385¢ ann
where
agfann = ‘%50(3 (2.5 (2.5is aroughness factor)
D = hydraulic diameter
Op = (0 - agrp/(1 - Agrp)
Odrp = (1-asa) F21

4A-15

RELAP5/MOD3.2

(4A-13)

NUREG/CR-5535-V4



RELAP5/MOD3.2

(GSA—GQ)}

Fo1 = exp[—
Ogp—0gg

F», is as for annular mist SHL

and
kf
Hifarp = a F12F 13855 arp
d
where
&fdrp  ~ (3.6agy/dy) (1 -0p)
dg = characteristic droplet diameter
= WLZG , We = 6.0, Wes = max (Weo, 1019
PgVig
Vig = (Vg—Vy) Fgl, We = 6.0.

The drop diameter is the maximum gfahd ¢, where
Amin = 0.0025 m for P< 0.025

0.0002 m for P> 0.25

*

P P/ I:)critical-

Between P = 0.025 and P= 0.25, linear interpolation is used. However, above an equilibrium
quality of -0.02, the inverted slug interfacial heat transfer coefficiept,idlinearly interpolated with

respect to equilibrium quality to a dispersed (droplet, mist) flow value at an equilibrium quality of zero.

SCL (subcooled liquid, ATg > 0)

Hit = Hit ann * Hif,arp (4A-14)
where
kf
Hifann = 5F13agf, ann
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where

F13is as for annular mist SCL
3yf,anniS as for inverted slug SHL

and

_ f
Hitarp = a F 1385t drp
d

where

3yf,drp IS as for inverted slug SHL.

However, above an equilibrium quality of -0.02, the inverted slug interfacial heat transfer coefficient,
His, is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow value at

an equilibrium quality of zero.

SHG (superheated gas, ATgy <0)

Hig = Hig,ann* Hig,drp (4A-15)
where
H, Kg Fao
1g,ann = D F f,ann
where

F1ois as for inverted annular SHG

agf,annis as for inverted slug SHL

[a (o
Fy = max{ 0.02 min 51— —If 0.2}}
0.2+
Fop 0.1
0.02 | | q
0 0.5 1
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and
Hi = %9 2.0+ 05 R
ig,drp - dd ( . : %rp) agf,drp
where
dg and @ q4rp are as for inverted slug
and
PgVigdy
R - g 19
Q:Irp IJ-g
where
We = 6.0, Weo = max (Wego, 1019),
vfzg is as for inverted slug SHL.
However, above an equilibrium quality of -0.02, the inverted slug interfacial heat transfer coefficient
Hig, is linearly interpolated with respect to equilibrium quality to a dispersed (droplet, mist) flow value at

an equilibrium quality of zero.
SCG (subcooled gas, ATgy >0)
Hig is as for inverted slug SHG.
Dispersed (Droplet, Mist) Flow

SHL (superheated liquid, ATg <0)

Hy =

it = d_dF12F13F23agf (4A-16)

where

F1o and Rz are as for annular mist SHL.

(of
Fos = ——°— pre-CHF
max(a,, 10
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adrp
Fo3 = —E—— post-CHF
max(a;, 10 ™)
agf = 3'6Gdl’ddd'
Udrp = max @i, 10°) X, # 0.0 andag = 1.0 pre-CHF
= max @y, 10%) % =0.0 ora,#1.0 pre-CHF
Odrp = max @, 104 post-CHF
_ We o _ 1
dg = > » We = 1.5 for pre-CHF and 6.0 for post-CHF, ¥/e max (Weo, 10 0)
pfvfg
Vfg = Vg - Vi, af > 106
= (Vg - Vf) O 100, o < 10°

The minimum drop size is as for inverted slug flow.

SCL (subcooled liquid, ATg > 0)

Ky
Hie = CTdF13F23agf

where

Fy3is as for annular mist SCL
Foz and gy are as for dispersed SHL.

SHG (superheated gas, ATgy <0)
— kg 9.5
Hygy = q (2.0+ 0.5 Rg,,) Fpyay
d
where

dgand g; are as for dispersed SHL

4A-19
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PyVi,d
R%rp = gufg :
9

Fos = max [0.0, kg (Fp5- 1) + 1]
Fps = 10° min (0, 10°)
Fog = 1.0 - 5.0 min [0.2, max (0.&Tg)].

Lo 10

Fas P26

1|ch o ' 00 o1 o2 @

SCG (subcooled gas, ATgy > 0)

Hig = higFe F24 8yt
where
hig and Fs are as for bubbly SHG
Fo4 and g¢ are as for dispersed SHG.
Horizontally Stratified Flow
Hit = 0 unlessxg > 0 orATg < -1
Hig = 0 unlessi; > 0 orATgy> 0.2

otherwise:

SHL (superheated liquid, ATg <0)

K 08 AT piCyy
H; = —]0.023 Rg¢ F,,—3.81972 e }
f th[ ¥ T pghymax( 4o, 1) G
where
Dyt = liquid phase hydraulic diameter
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= oD / (- 6 + sirB) (seeFigure 3.1-2for definition ofb)

Re = aspeD [vg - vl /s

gt = (4 sinB/mD) F,,

F,- = 1+ [Ye=Vi"?
Vcrit

SCL (subcooled liquid, ATg > 0)
H. = kf 0.
¢ = — (0.023 R(geg)agf
th

where

Dnt, Re, and g are as for horizontally stratified SHL.

SHG (superheated gas, ATgy <0)

k
H, - D_:g[o_ozg RE®+hy, Fs(4) max(0.0 0.25-a,)] a

where
Dhg = vapor phase hydraulic diameter
= T gD/(0 + sirB) (seeFigure 3.1-2for definition of6)
Rey = AgPg Vg - Vil /g

hig and Fs are as for bubbly SHG angras as for horizontally stratified SHL.

SCG (subcooled gas, ATgy >0)
Hig = hig Fe ays

where

hiy and F are as for bubbly SHG and

4A-21
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(4A-22)

(4A-23)
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3yt is as for horizontally stratified SHL.
Vertically Stratified Flow

SHL (superheated liquid, ATg <0)

Hit = Nu k &y (1 - F39)/D + Hit reg Fao (4A-24)
where
REG = flow regime of flow when not vertically stratified, which can be BBY, SLG,

SLG/ANM, ANM, MPR, IAN, IAN/ISL, ISL, MST, MPO, IAN/ISL-SLG, ISL-
SLG/ANM, ANM/MST, BBY/IAN, SLG/ISL (see flow regime magsigure

3.2-)

F3o = max (F32, F33 F34)
Fao = [1.0 - min (1.0, 1064)]
Fa3 = max [0.0, 2.0 min (1.0,yvy) - 1.0]

1.0 15

1.0
Fa2 I:330.5
000 dor T 0002 070508 1o 12" ™

VTh = Taylor bubble rise velocity, Equation (3.2-17)
Vm = Grm/Pm
Gm = agpg |Vg| +0Ps IVfI
Pm = UgPg + 0Py
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Fas = min (1.0, -0.%ATy)

L 1 1 | ATg
20 -1.0 0.0

D = hydraulic diameter
Nu = 0.27 (GrP§-®
where
Gr = gBp;D’max(| T, -T9, 0.9 /1’
B = max s, 10°)
Pr = HCYK)s

Cc
where L = length of volume cell and.A cross-sectional area of cell.
SCL (subcooled liquid, ATg > 0)

His is as for vertically stratified SHL.

SHG (superheated gas, ATgy <0)

Hig = Nu kg &yt (1 - F39)/D + Hig reG Fas (4A-25)
where
F3s = max (R F33)

REG, Rg3 and Nu are as for vertically stratified SHL, and Nu uses gas properties instead of liquid
properties
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Fag = min (1.0, 0.2ATgy)
1.0
F3s
0% o5 1o 15 20 25 @

3yt is as for vertically stratified SHL.
SCG (subcooled gas, ATgy >0)

Hig is as for vertically stratified SHG.

Transitions

Notes:

1. The abbreviations for flow regimes are defineBigure 3.1-1andFigure 3.2-1

2. Subscript "p" represents both f for liquid and g for gas phases.

3. Transition void fractions are illustratedfigure 3.1-1andFigure 3.2-1

4, These are transitions between flow regimes showalite 4.1-1
Horizontal Flow

Slug-Annular Mist Transition

PV L N R LI (4A-26)

where

FANM = max (0.0, min [20¢q - apg), 1.0]

1
FANM
° abe alo  °
FSLUG = max [0.0, min(1.0 - FANM, 1.0)]
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Transition to Horizontally Stratified Flow

H. FSTRAT
H = H s
iPrec-Hs IPrec H_p

IPre

where
REG = BBY, SLG, SLG/ANM, ANM, or MPR, as appropriate
FSTRAT = Fg FogFap
Fog = min{1.0, max[0.0, 2(1- |y- v¢|/Verip]}
1.0
Fosg
0 ' Vg - Vel Verit

0.5 1.0

V¢rit IS as for annular mist SHL (horizontal)

Fog = min [1.0,ag/agg, max (0.0, 180y - 1)]

10 for agp

-7
=2x10

a

105 ™~ 5
210 1.0-2x107

Oggis as for annular mist SHL

Faq = min {1.0, max[0.0, 0.002(3000 - G)]}

1.0

Fa1

Il 1
1000 2000 3000

G is as for vertically stratified SHL.

Vertical Flow

4A-25
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(4A-27)
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Slug-Annular Mist Transition

is as forH. for horizontal flow.
IPsLc/anm

iPsLe/ anm
Transition from Nonstratified to Vertically Stratified
See vertically stratified flow herein.

Inverted Annular-Inverted Slug Transition

] FIAN [ ] FISLG

iPiaN —ist = [HipIAN iPisL (4A-28)
where
FIAN = max {0.0, min [50 g + 0.2 -0g), 1.0]}
1.0 4 1.0
FIAN FISLG
1 1 Y% 1 | dg
OaB 0aB+0.2 UaB OAB+0.2
FISLG = max [0.0, min (1.0 - FIAN, 1.0)]
Transitional Boiling Regimes
ip ‘
HipREGl—REGZ = HipREGl H = (4A_29)
iPrEGL

where

REG1-REG2 can represent BBY-IAN, SLG- (IAN/ISL), SLG-ISL, (SLG/ANM) - ISL or ANM-MST (see
Figure 3.2-])

Z = max {0.0, min [1.0, 10.0 (min (1.04Jndo* Tgsad) (0.4 -0ap)]}

OAB = transition from bubbly to slug flow (séggure 3.2-1landFigure 3.2-2
Tysat = Ty- T-1.0

Twindo = 0.06666667 for P{R < 0.025
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_ 1 |
) 15+ 200( ( P R;) —0.029 0.02% P/Ryj; < 0.25

0.016666667 P/R>0.25

High Mixing Map

Bubbly-Mist Transition

pers oy = FBUB H,  +FDISH, (4A-30)
where
FDIS = max {0.0, min [@g - o*)/(1 - a* - a**), 1.0]}
o* = 0.5 exp [-10.0¢4 - 0.9)]
ox* = 0.05 exp [-10.0 (0.95 ergy)]
FBUB = 1- FDIS.
1
FDIS

g

0.10.20.30.40.50.60.70.8 0.9 1.0

Modifications for Noncondensable Gas

Note: Function f, which is part of Function 4 represents a modification togHor bubbly and
inverted annular SHL based on the noncondensable quajifraction ofagy which is noncondensable).
The modifications below are applied to all volumetric heat transfer coefficigranitiHy as described.

SHL (superheated liquid, ATg <0)

Hi; remains unchanged (except as noted above).

SCL (subcooled liquid, ATg > 0)

Hir = Hi [FaoFset+ (1-F5)] (4A-31)
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where
REG = flow regime or transition regime in question
Fag = min (10°, ag) 10°
1
Fag
g
107 10% 105 10%
Fa0 = 1-10 X, %, < 0.063
= 1-0.938X* 0.06% X, < 0.60
0.22
= 1-X, X%, > 0.60.

SHG (superheated gas, ATgy <0)
Hig remains unchanged.

SCG (subcooled gas, ATgy > 0)

Hig = Hig. (1=X) Fyy (4A-32)
where

REG = flow regime or transition regime in question

Fa1 = max (1.0, min (0.0ATy).
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APPENDIX 4B--FLUID PROPERTIES FOR WATER AND STEAM FOR A
TYPICAL REACTOR OPERATIONAL CONDITION

Temperature = 315.86 (60CF)
Pressure = 10.640 MPa (1543.220 psia)

hg = 1.280 x 16 J/kg (550.501 Btu/lbm)

Saturation Properties

Water
Pr = 677.7 kg/mi (42.309 Ibm/ff)
Cpt = 6346.1 J/kgK (1.5157 Btu/lbm°F)
ks = 0.5175 W/mK (0.299 Btu/hfte°F)
W = 7.996 x 10 kg/nmes (5.3731 x 18 Ibm/ftes)
o = 1.086 x 107 N/m (0.744 x 18 Iby/ft)
Steam
Py = 59.94 kg/ni (3.7417 Ibm/f})
Cpg = 7209 J/kgK (1.7219 Btu/lbn°F)
Kg = 0.0796 W/mK (0.04598 Btu/hrfts °F)
lg = 2.061 x 10 kg/nes (1.3848 x 18 Ibm/ftes)
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5 CLOSURE RELATIONS REQUIRED BY FLUID MASS
CONSERVATION EQUATIONS

The fluid mass conservation equations require only the mass transfer rate between thE plfases,
closure. The code calculation Bf is directly tied to the energy partitioning relationships discussed in

Section 4.5. Therefore, there is no new information to be added in this section. The entirety of the mass
conservation closure relations is addressed in Section 4.5.
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6 MOMENTUM EQUATION CLOSURE RELATIONS

This section discusses the relations necessary for closure in the momentum equation. The relations
covered are interphase friction and wall drag.

6.1 Interphase Friction
6.1.1 Basis

The finite difference equation for the difference momentum equation, Equation (2.2-7), is

n+1

[1+ Cor/ (PgP) ]} [ (vg " =Vg) = (v}
#3165 7 (a3 1T (V)L = (V)] At=3 [ (64d) / (091} VISGIAL

—v{)1,8%,

~51(@)/ (@) 1] D1 - (VD K]at+ 31 (6b) / (cp) 1] VISF] AL

= —[(p—pg) 7 (PgPy) ]| (PL—P) " At
—{ FWG] (vp) " =FWF (v) " (6.1-1)
-7, =t S H ()] (9] ()| ()]

fpf
n n+1 n_n n+1 n_n n+1

_[r (pm VI Gfpfvg _agpgvf )/(agpgafpf)n]'
n n+ n+10]
+ (PN FIL+ £, (C =117 (v I = [1+1,(Co-D)17(v)""'g } AxAt

—{ [ (@gpg)/ (a4py) 1] HLOSSG (vy) " "~ [ (aypy) / (c;p) ] HLOSSF (v)) """ } at
This equation contains the term
(PuF) BIL+ 1, (C, =117 (v [ = [1+£,(Co-D 17 (v) "5 (6.1-2)

which represents the interfacial friction force. This term is the product of a global interfacial friction
coefficient and a relative velocity. The global interfacial friction coefficient Fl is computed from

—_
agpg afpf
pmVR

Fl = (6.1-3)

where the computation of the interfacial forgeaRd the relative velocity between the phasgdepends

upon which of the two models for the interfacial force is being used. The derivation of this equation was
shown in Volume | and will not be repeated here. The coefficients in this equation are computed from two
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different models and the choice of which model to use depends upon the flow regime. Thesteised

to specify which form of the relative velocity is used. The two models are the drift flux model and the drag
coefficient model. These models will be summarized in the following sections.

6.1.1.1 Drift-Flux Model. The drift-flux approach is used only in the bubbly and slug-flow
regimes for vertical flow. The method used is discussed in Volume | of this manual, and it will not be

repeated here (see also Andefsbhand Ishif-1-2 613 The final equations for the interphase drag term
are,

F = C |vR|vR (6.1-4)

Vg = C,v,—Cv; (6.1-5)

g

3 .
_ 940 (P —Pg) 9SINg,

(6.1-6)
|Vgi|vgj

where g is the gravitational acceleratignis the elevation angle of the junction, anglis the vapor drift
velocity. The vapor drift velocity g used in Equation (6.1-6)) and the profile slip distribution coefficient

C, used in Equation (6.1-5) are determined from a given geometry and flow condition. As discussed in
Volume I, the term €used in Equation (6.1-5) is given by

_1-Cya,
=~ ,

C, (6.1-7)

6.1.1.2 Drag Coefficient Model. The drag coefficient approach is used in all flow regimes other
than vertical bubbly and slug-flow. This is also discussed in Volume | of this manual. For thig se@e, f

Thus Equations (6.1-4), (6.1-5), and (6.1-6) become

Fi = Ci|VR|VR (61-8)
1
Ci = gPSryCo (6.1-9)
Vg = Vg—V; (6.1-10)
where
Pe = density of the continuous phase
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Cp = drag coefficient
Ayt = interfacial area per unit volume
Se = shape factor, assumed to be unity (1.0), since rippling is assumed to not be a

factor for interface drag.

The 1/8th factor in Equation (6.1-9) occurs as the result of the usual 1/2 factor being multiplied by 1/
4. The 1/4th factor occurs because drag coefficients are based on projected are?) @ued, gt is the

surface area Q#Z). To determine the interphase drag per unit volume, the combinatignarfdCg; must
be used.

6.1.2 Code Implementation

The RELAP5/MOD3 semi-implicit solution scheme for calculating liquid and vapor junction
velocities uses the sum and difference momentum equations and is explained in the comments of
subroutine VEXPLT as follows:

The momentum equations are written as a sum equation and a difference equation. The sum equation
is of the form

SUMF*(VEL. Liquid at new time) + SUMG*(VEL. Gas at new time) = all old time terms
(SUMOLD) . (6.1-11)

The difference equation is of the form

DIFF*(VEL. liquid at new time) + DIFG*(VEL. gas at new time) = all old time terms
(DIFOLD) . (6.1-12)

The terms making up the difference momentum equation are
DIFR = SCVTUR(IX)*(RHOGA(IH1) - RHOFA(IH1))*RHOFGA
SCRACH = (1.0+VIRMAS)*DX(IH1)
DIFF(IH1) = SCRACH + (FRICFJ + FIFJ(IX) + VPGNX + HLOSSF + SLGNX)*DT
DIFG(IH1) = -SCRACH - (FRICGJ + FIGJ(IX) + VPGNX + HLOSSG + VNGNX)*DT

DIFOLD(IH1) = (VELFJO(l) -VELGJO(I))*SCRACH -(DIFR*(PO(L)-PO(K))

+ CONVF(IH1) -CONVG(IH1) -DPSTF(IX))*DT . (6.1-13)
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The interphase friction terms, FIGJ and FIFJ, along with the distribution parametarsd G, are
shown in the coding as

CO = CoJ(l)

C1 = (1.0-CO*VOIDJ(I))/(1.0-VOIDJ(1))

FIGJ(IX) = (RAVRF(IH1) + RAVRG(IH1))*(DX(IH1)*(F1J(l)
*(ABS(C1*VELGJO(I)-CO*VELFJO(I))*C1 + 0.01)) + FIDXUP(IX))

FIFJ(IX) = (RAVRF(IH1) + RAVRG(IH1))*(DX(IHL)*(FIJ()
*(ABS(CL*VELGJO(I) - CO*VELFJO(I))*CO + 0.01)) + FIDXUP(IX)) . (6.1-14)

The interphase friction terms, FIGJ and FIFJ, make use of the term FIJ, which is determined in
subroutine PHANTJ. If the terms in Equations (6.1-1), (6.1-6), (6.1-9), (6.1-13), and (6.1-14) are matched,
it can be shown that FIJ is equivalent to The term FIJ is determined for each junction from different

models depending on what flow regimes are calculated for the junction (see Section 3).

For a typical junction, the form of FIJ in terms of donored properties is as follows:

DL(K) , DL(L)
AVOL (K) AVOL (L)
DL (K) +DL (L)

FIJ(1) = FII(1) gono JAJUN (1) (6.1-15)

where
Flddyonor = junction interphase drag based on donored properties
\Y, = volume of volume
AVOL = cross-sectional area of volume
DL = length of volume
AJUN = area of junction
K = upstream volume indicator
L = downstream volume indicator.

Some void fraction weighting is used between the two volumes to handle the case of countercurrent
flow. This approach follows the method used in TRAG8B¢-1-5 A junction void fraction (o)) is
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calculated from either of the volume void fractions of the neighboring volumgs ¢r agy ) using a
donor direction based on the mixture superficial velocity. A cubic spline weighting function is used to
smooth the void fraction discontinuity across the junction whgn<|j0.465 m/s. The purpose of this

method is to use a void fraction that more closely represents the real junction void fraction. This has the
form

a;’j =W oyt (1-w)eay, (6.1-16)
where
W, = 1.0 4 > 0.465 m/s
= X2 (3= 2%, - 0.465 m/s j, < 0.465 m/s
= 0.0 th < - 0.465 m/s
‘" _ j. +0.465
0.93

Im Og Vgt O V-

For horizontal stratified flow, the void fraction from the entrainment/pull through (or offtake) model
is used. The case of vertical stratified flow is discussed in Section 6.1.3.8. The junction mass flux is then
determined from

Gy = g P, |V | + 0 Pr Vel - (6.1-17)

Then, depending on whether the volume is vertical or horizontal, the appropriate flow regime is
determined. The flow regime is the same as the one used to determine the interfacial heat transfer

coefficients, except that junction properties (usually based on the donor direction, exae*m for ) are
used. The diameter used in these calculations is the junction diamgter (D

The Fljonor term is then determined either directly from an expression fofr@n a drift flux
correlation [Equation (6.1-6)], or from the combinatiog &nd g; and the remaining known terms in
Equation (6.1-9).

For each RELAP5/MOD3 flow regime described, the model basis for eitleerti combination of
Cp and g and the code implementation will be described.

The physical junction diameter is used in many of the interphase drag models. This diaméser, D
calculated from the equation
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Dy =D, (Ar/A)*2 (6.1-18)
where

D; = code junction diameter

At = physical junction area

A = code junction area.

6.1.3 Individual Interphase Friction Models

The individual models for bubbly, slug, annular mist, inverted annular, inverted slug, and dispersed
flow regimes are discussed in the following sections. Also, models for transition regions between the
above regimes are discussed, as well as the model assumptions for stratified flows.

6.1.3.1 Bubbly Flow

6.1.3.1.1 Model--The bubbly and mist flow regimes are both considered dispersed flow. For non-
vertical bubbly flow and all droplet flow situations, the following model is used. According to #aflis

and Shapirc?;l'7 the dispersed bubbles or droplets can be assumed to be spherical particles with a size
distribution of the Nukiyama-Tanasawa form. The Nukiyama-Tanasawa distribution function in
nondimensional form is (see Volume I, Section 3).

p*(d*) = 4d? &2 (6.1-19)

where d = d/d’; d’ is the most probable particle diameter, aﬁdspthe probability of particles with
nondimensional diameter of.dWith this distribution, it can be shown that the average particle diameter d
= 1.5 d’, and the surface area per unit volume is

_ sa[dTpd 5 4

= 6.1-20
¢ fddpa ¢ (6420

f

wherea = a, for bubbles and = a; for droplets. In terms of the average diamgttre dnterfacial
area per unit volumega is

a, = 3.60/d, . (6.1-21)

The average diametey, & obtained by assuming thajd 1/2 g5 The maximum diameter g,
is related to the critical Weber number, We, by
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We = thaxPc (Vg - )0 . (6.1-22)

The values for We are presently taken as We = 10.0 for bubbles, We = 3.0 for pre-CHF droplets, and
We = 12.0 for post-CHF droplets, these values being based on the maximum diggpgter, d

The drag coefficient to be used in nonvertical bubbly flow and all droplet flow situations is given by
Ishii and Chawl&'-8as

Cp = 24(1+ 0.1R§") /Re, (6.1-23)
for the viscous regime where the particle Reynolds numigisRiefined as

Re, = Vg - Vil &b P/Him - (6.1-24)

The densityp, is for the continuous phase and is givenppyor bubbles angy for drops. The
mixture viscosity [y, iS My = K¢/0; for bubbles angl,,, = ug/(ag)2'5for droplets.

For vertical bubbly flow, the interphase friction terms are calculated using drift flux correlations

from the literature based on Putney's wBrk36-1-106.1-116.1-126.1-13 Taple 6.1-1 indicates which
correlations are used for different geometry and flow conditions. The number in parenthesis is the value of
the minor edit/plot variable IREGJ, the vertical bubbly/slug flow junction flow regime number. The name
in parenthesis is the subroutine used to calculate the correlation.

The correlation labeled EPRI is by Chexal and Lellofché? The correlation has been recently

modifiec®1"1®and the changes have been incorporated into RELAP5/MOD3. The distribution coefficient
C, is calculated from

C = L (6.1-25)

Ko+ (1-Ky) (ay)]

where
ag = max(ag;, 10°)
(of = min(1 -ag,le)
B 1-exp(-Ga,) :
L = T-exp(—C) if G <170
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Table 6.1-1Drift flux void fraction correlations for vertical bubbly-slug fléw.

Intermediate

Low up, down,
and
countercurrent
flow rates

G < 50 kg/nf-s
G > -50 kg/nf-s

High downflow
rates

G < -100 kg/né-s

Transition (5)

Transition (13)

Zuber-Findlay
Slug Flow (4)
(zfslgj)

Churn-Turbulent
Bubbly Flow (10)
Transition (11)
Kataoka-Ishii
(12) (katokj)

Transition (5)

Transition (13)

EPRI (3)
(eprij)

EPRI (9)
(eprij)

Flow Rates Rod Bundles gnla(l)l gi%?r? 0.0 1%'%93 D< Lgrog8emp'<pg5
- 0.08m
High upflow rates EPRI (2) EPRI (3) EPRI (9) Churn-Turbulent
G > 100 (eprij) (eprij) (eprij) Bubbly Flow (14)
kg/mP-s Transition (15)

Kataoka-Ishii
(16) (katokj)

a. Interpolation is applied between different flow regions in pipes.

Re =

NUREG/CR-5535-V4

‘ 4P§rit ‘
P ( Pcrit - P)

otherwise

critical pressure

B1+(1-By

min (0.8, A)

[Py1*
Up, O
f

1

1+ exp{ maxX- 170 mif 176- Re 600Dp}

R

Re

if Rg>Rg or Rg <0

otherwise
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j;:D
Re = Ef—E—b (local liquid superficial Reynolds number)
f
& = IJ_ (local vapor superficial Reynolds number)
g
I = OfVg (liquid superficial velocity)
ig = OgVy (vapor superficial velocity)

1+ 1.57095
Pr
1-8B,

The sign ofj is positive if phase k flows upward and negative if it flows downward. This convention
determines the sign of ReReg, and Re.

The vapor drift velocity, y, for the Chexal-Lellouche correlation is calculated from

O(ps—p,) 094
(pf pg) g|:|

Vg = 1410 X C,C.C.C, (6.1-26)
f
where
C, - 1 iG> 1
_ 1 |
= T_exp(—G) TGl
1/2
Cs = [150@,‘3—9%}
Ps
—_ CS
Ce - 1-C,
C, - 1 ifG>1
_ 1 .
T Tewrg 9Tt
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c _ 0D,
7 = p O
D, = 0.09144 m (normalizing diameter)
— C7
Cg = i-C.
B, .
Cy = (1-ay) if Rg>0
= min[0.7, (1-ay) "™ if Rg < 0.

The parameter £depends on the directions of the vapor and liquid flows:
Upflow (both | and } are positive)
C; = max [0.50, 2 exp (-|RE60,000)]

Downflow (both j and } are negative) or countercurrent floy i§ positive, § is negative)

C 2

Cs = 2%_21_0513

1
Bz =

[l+ 0.0# Re (“04
35000
_ 0. 0.03 —|Re| DDlDZ} b, f 0.001

D, = 0.0381 m (normalizing diameter).

The parameters £C;, Cy, ..., G are from the Chexal-Lellouche correlatfofil4 6-1-1°

The correlation labeled Zuber-Findlay Slug Flow is by Zuber and Fifidig§%-117 The
distribution parameter is given by

Co=1.2 (6.1-27)

and the drift velocity is given by
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(6.1-28)

v. =0 35[(pf—pg) gDT/2
¢]] ' '

Ps

The correlation labeled Kataoka-Ishii is by Kataoka and fshifi® The distribution parameter is
given by the modified Rouhani condittit®used in TRAC-BF%:1-20

Co = Coo - (Co-1)(pgfp) 2
C. = 1 + 0.2 p(gD)Y%(|G| + 0.001)}? (6.1-29)

and the drift velocity is given by

157 14
Vg = 0.0019( D) osogngUO N:f) 562 99 (P —Pg) for D' < 30
G pf
Vg = 0. 03%_D4) —0562[09 (ps— Pg)} for O > 30 (6.1-30
pf

where the Bond number,*Dis given by
D" = D[g(ps - pg)/a] /2 (6.1-31)

and the viscosity number, N is given by

N, = al . (6.1-32)

pf o 1/2 1/2
{pfo[g(pf—pg)} }

The correlation labeled Churn Turbulent Bubbly Flow is by Zuber and Fifdtd§%117 The
distribution parameter is given by the modified Rouhani correffidiused in TRAC-BF§:1-20

Co = Cao - (Coo-1) (/)2
C., = 1 + 0.2 pi(gD)Y%(|G| + 0.001)}? [Equation (6.1-29)]

and the drift velocity is given by

6-11 NUREG/CR-5535-vV4



RELAP5/MOD3.2

2 (6.1-33)

v, = 1.41
’ |: Ps

Gg(pf—pg)}“

For intermediate pipes (low, up, down, and countercurrent flow rates) and large pipes (all cases), the
churn turbulent bubbly flow correlation is applied when

. iy . _
Jg - |:O-g(pf_pg)j|l/4 < ng - 05 (61 34)

2
Ps

where jj = agvy is the vapor superficial velocity. The Kataoka-Ishii correlation is applied when

+ .

ig 2 g2 (6.1-35)

wherej;2 = 1.768. Linear interpolation is used between the two correlations.

Putney has also placed a countercurrent flow limitation (CCFL) on the drift flux parameters. The
limitation is based on the Kutateladze condition

|Kug|1/2+ m|Kuf|1/2 = Ku. 2 (6.1-36)
where
a.v p 1/2
Kug = L 1/4
[og(pr—py) ]
o.v p 1/2
Kug = — 1/4
[og(pPi—Py) ]
m = 1
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and Ku,i; (using linear interpolation) is given Byble 6.1-2 This table for Ky, as a function of Dis

from Wallis and Makkenche¥}-21 This has been used successfully in the RELAP-UK €dd& The
value of m = 1 was also used in the RELAP-UK code.

Table 6.1-2Values of K.

D* KU ¢t
<2 0
4 1.0

10 2.1
14 2.5
20 2.8
28 3.0

>50 3.2

On the flooding curve, the drift flux parameters satisfy the relationship

— 1/4
)COKUcrit|: (e ng) 90}

Ps

(6.1-37)

This flooding limit for ; is applied for mass fluxes (G) larger than 100 l@g&énand forag > 0.5.

Linear interpolation is used down to a mass flux of 50 Regrand tang = 0.3, at which point the normal
drift flux correlations are used.

The rationale for selecting which correlations are used for a given physical situation is presented by
Putney inReference 6.1-9though some of Putney’s original selections have been modified based on the
developmental assessment. Putney first considers correlations for cocurrent upflow (both rod bundles and
circular channels) and then considers down and countercurrent flows (both rod bundles and circular
channels).

For cocurrent upflow in rod bundles, Putney’'s literature search, based on comparisons with

experimental data, indicates that the Bestion correfatidfiand the EPRI correlatirt-1*were the best
available void-fraction correlations for rod-bundle geometiiable 6.1-3andTable 6.1-4are taken from

Putney’s repof“’tl'9 and summarize the rod-bundle tests used in the validation of the two correlations
reported in the literature. Putney concludes that the EPRI correlation appeared to have been validated
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against a much wider range of conditions, whereas the Bestion correlation did not seem to have been tested
against high-flow experiments.

Table 6.1-3Separate-effects tests used in validation of EPRI drift flux model.

Gegnmdetry Flow
. conditions Pressure | Void fraction
Type Test hydraulic and rate (ka/
diameter > (kg (bars) range
(Cm) m 'S)
High pressure, FROJA, Rod bundle | 956 t0 1853 40 to 64 Oto 1.0
high flow FRIGG; 1.0to 4.7
CISE; Kasai
et al.
Kasai et al. Boiling tube | 278 to 1667 68.7 0.t0 0.8
15
High pressure| ORNL TLTA Rod bundle Level swell 40, 75 0t0 0.8
low flow 1.23 31to 30
GEC TLTA Rod bundle Boildown 13, 27, 54 0to 0.8
Low pressure, Hall et al. Rod bundle Level swell 1,2,3,4 0t0 0.3
low flow
Pipe above Level swell 1,2,3,4 0to 0.5
bundle 10.5
FLECHT Rod bundle Boildown 1,3, 4 0t0 0.8
SEASET
THETIS Rod bundle Level swell 2,5,10, 20, 40
0.91
Natural FIST Rod bundle Natural 72
circulation circulation
Large pipe Hughes Pipe 16.8 5.7t033.4 82,97, 124, 0to 0.6
114 to 341 166
Carrier Pipe 45.6 Stagnant water 41, 55, 69, 83, 010 0.8
97, 138

a. Average values for a series of tests.

Table 6.1-4Rod bundle tests used in validation of Bestion drift flux médel.

Test Flow condition Pressure (bars)
Pericles Level swell Low
Ersec Boildown 6
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Table 6.1-4Rod bundle tests used in validation of Bestion drift flux m8d€ontinued)

Test Flow condition Pressure (bars)

G2 Boildown 3, 27,55

a. Tests shown are those reported by Bestion and were carried out using the CATHARE code.

The two correlations were next compared against ORNL THTF level swelffeétsPredicted
values of the level swell parameter for these tests are giv@ahile 6.1-5and compared with the
measured values. Also shown are the errors (differences) in the predicted values and compared against the
uncertainty in the measured value. The RELAP5/MOD2 results shown were obtained by applying
Equations (2), (5), and (6) iReference 6.1-9in conjunction with the code’s models for wall and
interphase friction (the resulting void fraction being found by iteration). A similar method was used to
obtain the results with profile slip, except that Equation (23) was used to calculate the relative velocity in
Putney’s Equation (5) for the bubbly and slug regimes (but not the transition regime between the slug and
annular-mist regimes). The EPRI drift flux correlation was used to provide the distribution coefficient for
this calculation.

Table 6.1-5Level swell results for ORNL THTF tests.

Calculated level swell and error in calculated level swell (m)
Measured
Test | and | EPRI | Bestion fnalylls- | RELAPS R%@F?
tolerance profile slip
(m)

3.09.101 1.30+ 0.08 | 1.40+0.10 0.98-0.32 1.25-0.05 262+1|32 1.83+0.53
3.09.10J 0.63 0.05 | 0.70+0.07 0.56 - 0.07 0.76 +0.13 1.47+0{84 1.00+0.37
3.09.10K 0.38+ 0.24 0.20-0.18 0.17-0.21 0.25-0.13 0.46 + 0j08 0.38 + 0.00
3.09.10L 0.930.12 | 0.94+0.01 0.81-0.12 1.04 +0.11 1.64 + 0{71 1.22 +0.29
3.09.10M 0.54+ 0.05 0.49 - 0.05 0.48 - 0.06 0.65+0.11 0.97+0{43 0.74+0.20
3.09.10N 0.2G: 0.24 0.18-0.02 0.19-0.01 0.28+0.08 0.38+0j18 0.34+0.14
3.09.10AA | 0.98+0.04 | 1.12+0.14 0.81-0.17 1.06 +0.08 2.21+1j23 1.43+0.45
3.09.10BB 0.53 0.03 | 0.56 +0.03 0.45 - 0.08 0.62+0.09 1.23+0(70 0.85+0.32
309.10C@ | 0.29+0.02 | 0.46+0.17| 0.37+0.08 0.52+0.23 1.05+0[76 0.74+0.45
3.09.10DD | 05A#0.04 | 0.62+0.05f 061+0.04 0.80+0.23 1.14+057 0.87+0.30
3.09.10EE 0.320.03| 0.37+0.05f 039+0.0fy 054+0.22 0.75+043 0.60+0.28
3.09.10FF 0.160.03 | 0.18+0.02] 0.20+0.04 0.28+0.12 0.37+0{21 0.33+0.17
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a. Posttest analysis shows the data from this test to be of poor quality. Significant emphasis should therefore not
be placed on these results.

The results referred to as Analytis-Bestion were obtained by applying the Bestion correlation with a
coefficient on y; equal to 0.124 rather than 0.188. This value was found by Ar?ei‘l;ﬁ?sto give better
agreement with boildown tests on the NEPTUN facility, when the correlation was used to calculate

interphase drag in TRAC-BD1/MOD1. Analytis and Ricfef® subsequently used this model in a
version of RELAP5/MOD2 and obtained a dramatic improvement in the code’s prediction of liquid
carryover in low flooding rate reflood experiments in NEPTUN.

Examination ofTable 6.1-5reveals that the EPRI correlation provides the most accurate prediction
of level swell. In fact, if the results for Test 3.09.10CC are discounted for the reason given, the EPRI
prediction can only be said to lie significantly outside the uncertainty in the measurement on one test
(3.09.10AA). The Bestion correlation also performs quite well and leads to a better prediction than the
Analytis-Bestion correlation in the majority of cases. In general, the RELAP5 model provides a poor
prediction of level swell. The results are a lot better when profile slip is included, but are still significantly
worse than those from the drift flux models.

The correlations were next compared against THETIS level swelPt&éfsThis was done for the
EPRI, Bestion, Analytis-Bestion, and RELAP5/MOD2 models. As before, the RELAP5/MOD2 models
led to a significant overprediction of the mixture level, though an improvement was still obtained when
profile slip effects were included. The results for the drift flux models are summarizedie6.1-6

Table 6.1-6Errors in calculated mixture levels for THETIS tests.

Mean Error in Calculated RMS Error in Calculated
Mixture Level (%) Mixture Level (%)
p(rgzrssu)re T:ﬁlcjﬂ(csrf )d EPRI Bestion Aé‘js'i’iﬂsn' EPRI Bestion Aé‘gs'i’igsr"
40 1.92 8.2 8.1 14.4 8.4 8.3 14.6
40 2.30 4.0 3.7 10.0 4.4 4.1 10.9
40 2.62 -1.2 -1.4 5.3 1.3 1.6 54
20 1.89 8.3 14 9.7 8.5 2.2 9.9
20 2.12 3.9 -3.2 5.0 5.9 4.0 6.3
20 2.62 0.8 -3.9 24 11 4.5 2.5
10 1.45 4.8 -5.0 0.8 55 54 1.0
10 2.07 21.3 -6.0 5.5 23.0 6.8 6.1
10 2.25 3.6 -8.7 -1.8 51 9.2 2.8
5 1.19 -1.9 -10.7 -6.8 4.5 12.6 8.7
5 1.48 12.0 -8.6 -0.7 14.7 9.0 2.5
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RELAP5/MOD3.2

Mean Error in Calculated RMS Error in Calculated
Mixture Level (%) Mixture Level (%)
Pressure Tjﬁ;p(ér:)d EPRI | Besion | ATWIS | Eppi | pestion | AN
5 1.92 12.8 -12.6 -3.5 154 13.3 4.4
2 1.18 4.2 -11.2 -3.4 6.3 12.0 4.3
2 1.56 -5.9 -24.3 -15.9 7.6 25.7 17.2
2 1.88 1.3 -14.8 -6.6 4.7 16.6 8.6
All All 51 -6.4 1.1 9.6 10.7 8.2

In general, the mixture levels predicted by the three models are very good, and there is probably little
to choose between them. Overall, the Analytis-Bestion correlation is slightly more accurate on the tests
than the EPRI correlation, which is slightly more accurate than the Bestion correlation. The Analytis-
Bestion correlation does particularly well for the tests carried out 10 bars, but tends to underpredict as the
test pressure is reduced and overpredict as it is increased (hence, the very low mean error). A similar effect
is evident with the Bestion correlation, except that the best results are obtained at a pressure of around 20
bars. The accuracy of the EPRI correlation, however, does not seem to be pressure dependent.

Finally, the correlations were compared at high-pressure, high-flow conditions that are typical of
those prevailing in steam generators during normal operation. The EPRI correlation has been validated
against a variety of bundle experiments (FROJA, FRIGG, CISE) in this are@afdees.1-3. The void
fractions obtained by applying the RELAP5/MOD?2 interphase drag model with profile slip effects
included compare extremely well with those obtained from the EPRI correlation. This reflects the fact that
profile slip is dominant for the conditions examined, as the distribution coefficient provided by the EPRI
correlation was used to evaluate profile slip terms. This coefficient varied between 1.10 and 1.13, which is
not very different from the value assumed in the RELAP5 model without profile slip (i.e., unity), and
explains why this model does not perform so badly. Although the distribution coefficient used in the
Bestion and Analytis-Bestion correlations (1.2) is slightly closer to the EPRI value, these correlations do
not perform well.

In summary, the EPRI correlation was selected based on its wider range of validation, better
accuracy when compared to ORNL THTF tests, and better performance against FROJA, FRIGG, and
CISE high-pressure, high-flow tests.

For cocurrent upflow in circular channels, Putney first considered low flows in small tubes,

intermediate pipes, and large pipes. For small tubes, the Zuber-Findlay slug flow coftéiatfot’
was selected, based primarily on a good performance against a series of level swell tests carried out in a

1.25-cm tube at AERE Harwell. For intermediate pipes, the Kataoka-Ishii corrBihifibas selected,
based primarily on the wide range of pool data used to validate the correlation. For large pipes, Putney

originally selected the Gardner correlafidi?® over the Kataoka-Ishii correlati®f18 and the Wilson

correlation®1??although the selection was not conclusive. Putney later removed the Gardner correlation

and replaced it with the Kataoka-Ishii correlation. This removed another discontinuity without significant
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loss of accuracy. Putney also found it was necessary to include the Zuber-Findlay churn turbulent bubbly
flow correlatior-1-166-1-17at Jow vapor fluxes in order to match the 1-foot GE level swelPt&sPwhich

is used in RELAP5's developmental assessiiéiitt Finally, it was necessary to use the Zuber-Findlay
churn turbulent bubbly flow correlation and the Kataoka-Ishii correlation for large pipes in high-flow

situations, as well, to match the Marviken t&4t826-1-33that are also used in RELAP5's developmental
assessment. The EPRI correlation did not work well for these tests.

For down and countercurrent flows in rod bundles, Putney selected the EPRI correlation in order to
ensure that there will be no discontinuities in the interphase drag when a change in flow direction occurs.
This was the best he could do, given that no void fraction data appropriate to this situation were available.

For downflow in circular pipes, Putney selected the EPRI correlation based on the downflow

validation using Petrick’s dafal~34 For countercurrent flow in circular pipes, he selected the Zuber-
Findlay slug flow correlation for small pipes and the churn turbulent bubbly and Kataoka-Ishii correlations
for intermediate/large pipes in order to ensure that no discontinuities occur in the interphase drag model
when a change in flow occurs.

6.1.3.1.2 Code Implementation-- The coefficients for the bubbly regime interphase friction, as
coded in the PHANTJ, FIDIS2, and FIDISJ subroutines, are tabulated in Appendix 6A. For non-vertical
bubbly flow, Appendix 6A shows the interphase area per unit volugaetoshave the same form and
coefficient as Equation (6.1-21). The relationship fgy &so has the same form and coefficient as
Equation (6.1-23). The manual mentions a critical Weber number of 10 for bubbles, while Appendix 6A
shows the code using a value of 5. The difference is based on using an average diameter instead of a
maximum diameter.

For vertical bubbly flow, the coding matches the equations foCg vy and k. Appendix 6A

shows that the same equations are used, but limits are used to prevent computational problems. Subroutine
FIDISJ is the driver subroutine for vertical bubbly floWable 6.1-1 in addition to indicating which
correlations are used for different geometry and flow conditions, shows the names of the subroutines (in
parentheses) used for particular correlations. The number indicated in each box is the number stored in the
variable IREGJ in subroutine FIDISJ and eventually in the variable IREGJ in subroutine PHANTJ. The
user can then minor edit/plot the variable IREGJ.

For rod bundles, subroutine EPRIJ is called for all flow rates, and the EPRI correlation is used.
Various limits have been placed on variables to prevent computational problems that were not indicated by

Chexal and Lellouch&1-14 Examples are placing an upper bound of 170 and a lower bound of -170 on
exponential functions.

For small pipes (Bx 0.018 m) and low flow (|G| < 50 kgf#s) or countercurrent flow, subroutine
ZFSLGJ is called, and the Zuber-Findlay slug flow correlation is used. Appendix 6A showg thhGs

modified by the factod — e_l&]g wheh,, > 0 (boiling due to wall effects). This factor is due to Rkt
and is also used in TRAC-BEt:?%Finally, asa, — 1.0 , a ramp begins @, = 0.8 such tha€, - 1

andvy - 0 . For small pipes and high flow (|G| > 100 k%jﬁ)) subroutine EPRIJ is called, and the EPRI
correlation is used as discussed in the rod bundle section. For small pipes and intermediate flow (50 kg/
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m?ss < |G| < 100 kg/nfes), linear interpolation is used in this transition region (see Appendix 6A) in
subroutine FIDISJ.

For intermediate pipes (0.018 m <{1.08 m) and low or countercurrent flow, subroutine KATOKJ

is called. The following three possibilities can occur, based on the dimensionless vag';@r flux  Equation
(6.1-34):

1. Forj; < 0.5, the churn turbulent bubbly flow correlation is used. The correlation used for
C, is the modified form of the Rouhani correlation that is used in TRAC-BF1.

2. Forj; >1.768, the Kataoka-Ishii correlation is used. Again, the correlation used fsr C
the modified form of the Rouhani correlation that is used in TRAC-BF1.

3. For the regior®.5< j; < 1.768 , linear interpolation is used (see Appendix 6A) to calculate
Vgj- There is no need to interpolatg €ince it is the same for both (modified Rouhani).

The scheme adopted is based on the statement by Kataoka dhti1&tiiat conventional drift flux
correlations perform well for low vapor fluxes satisfyijggg 0.5 and air-water data obtained by Baily et
al81-35for vessels with diameters of 15.3, 30.4, and 61.0 cm. Kataoka and Ishii present these data in the
form of ana versusj; plot. Fon'; <0.5 , the data are consistent with the churn turbulent bubbly flow

correlation; and forj; >1.0- 2.0 , they are consistent with the Kataoka-Ishii correlation. The code uses
1.768. In the region in between, the void fraction is fairly constant with resg‘éct to ;thus, an interpolation

based orj; can be used.

Originally, just the Kataoka-Ishii correlation was used; but Putney found it necessary to include the
churn turbulent bubbly correlation at low vapor fluxes to improve the comparison for the GE level swell

tests®1-30 As with the Zuber Findlay slug flow correlation, & modified by the factoL—e —° when
Ny >0, and ag, - 0 , a ramp begins at, = 0.8 such Gat- 1 \@p@ 0 . For intermediate

pipes and high flow, subroutine EPRIJ is called and the EPRI correlation is used, as discussed in the rod
bundle section. For intermediate pipes and intermediate flow, linear interpolation is used in this transition
region, as discussed for small pipes.

For large pipes (0.08 m < D) at all flows, subroutine KATOKJ is called. The same three situations
(3<0.5,j,;>1.768, and 0.5< j; < 1.768) are used as in intermediate pipes. Originally, Putney did not

have this case and extended the intermediate pipe case LPpnto Daring the developmental assessment

using the Marviken test cas®$;326-1-33it was found necessary to not use the EPRI correlation (even with
the modifications for downflow) for large pipes. Rather, the churn turbulent flow and Kataoka-Ishii
correlations were extended to include all flows for large pipes, resulting in improved results. The value

0.08 m for the switch between intermediate and large pipes is based on Katadk&¥8Hiiwas also for
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these tests that the origina}, @rmula was replaced by the modified Rouhani correlation that is used in
TRAC-BF1. This is needed to give flat profiles at high mass fluxes, by decregsing C

After the appropriate correlation has been determined, based on the geometry and flow conditions,
the following limits on G are applied:

1. Lower bound of zero

2. Lower bound of 1if, <0

3. Upper bound of 1.33 if not a rod bundle
4, Upper bound of &,

Limits (2) and (3) were added when it was found that the EPRI correlation gave too high a slip for
downflow conditions.

The next limit imposed is a CCFL limit, which was imposed by Putney. The limitation is based on
the Kutateladze condition in Equation (6.1-36), which results in Equation (6.1-37)gfdveing

implemented (see Appendix 6A), using m =Table 6.1-2is also the one used to obtaingu and it

allows the Kutateladze condition (originally obtained from data for large-diameter pipes) to be applied for
small pipes. The reasons for using a CCFL limit are given below.

The drift flux models shown ifable 6.1-1were chosen on the basis of comparisons with void
fraction data for cocurrent up and downflow. In the absence of suitable data for countercurrent flow, it was
necessary to assume that the selected correlations would still be valid. While this is a reasonable
assumption for low void fractions, it is not obvious that the correlations include an adequate representation
of the flooding phenomenon at medium to high void fractions. To correct for such deficiencies, a CCFL is
placed on the drift flux parameters before they are used in the calculation of the interfacial friction
coefficients.

The CCFL model adopted is intended to represent CCFL in a straight, uniform flow channel and has
the effect of forcing the interfacial friction coefficients to yield phase velocities within or on an appropriate
flooding curve. RELAP5/MOD3 also has a user-controlled junction CCFL model which, if invoked, may
subsequently modify these velocities to account for flooding at a singularity in the channel geometry.
Provided that the drift flux correlation selected does not grossly underprgditis’combined treatment
should prove effective, as CCFL at a singularity in the channel geometry can be expected to be more
severe than CCFL in a uniform channel.

Note that the countercurrent flow form of the EPRI drift flux correlation is not used by the new
interfacial friction model. Instead, the upflow form is applied in conjunction with the CCFL model. The
reasons for this are twofold:

1. The evaluation of the countercurrent flow form of the EPRI correlation presents
considerable computational difficulties and could be extremely time-consuming. (An
example was brought to Putney’s attention where such a calculation slowed the code
down by a factor of 12.)
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2. The CCFL model in the EPRI correlation is derived from flooding data for geometries
typical of a PWR core/upper plenum interface and a BWR inlet orifice, and thus may not
be appropriate for flooding in a straight, uniform flow channel.

The flooding limit for y; [Equation (6.1-37)] is interpolated with theg;vfrom the drift flux
correlations, as follows:

1. Denoting the value ofgy obtained from the drift flux correlation aé)jF and the value
obtained from Equation (6.1-37) aéfj” , a value corresponding to flooded conditions,
FL . . .
V, , is first determined from

gj

FL _ _DF
Vgi = Vg for |Gk G;

FL _ . DF G| -G, : DF . Ku DF
Voi = Vg +G2—Gl{mm(vgi’vgj)_vgj} forG<|G| <G

ViE = min (Vo viY) for |Gp G, (6.1-38)

gj gj* Ygj

where G = 50 kg/nfes and G = 100 kg/nfes.

2. The value of Y used for the interfacial friction calculation is then determined from

_ _DF
Vgi = Vi forag <oy

_ .pF Oy—=0; g DF
Vgj = Vg T o (Vgj —Vg;) foray <og<ay

2 1

_ FL f > 6.1-39

Vg = Vg orag >0 (6.1-39)

wherea; = 0.3 andx, = 0.5. Forog > a; and |G| > @ a lower bound is placed og;wf 0.01 (1 -0g).

The values of @and G used in Equation (6.1-38) were chosen to prevent the CCFL model from

being applied in conjunction with the low flow correlations showmable 6.1-1and to provide a smooth
transition between nonflooding and flooding conditions. This approach was adopted because, provided
that the flow regime is bubbly-slug, these low flow correlations should be valid in countercurrent flow.
Also, when simulating stagnant liquid conditions, RELAP5 may predict a very small liquid downflow.
Consequently, if the CCFL model was applied for all countercurrent flow conditions, it could override the
void fraction correlations in an area where they are at their most accurate.
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After these limits have been placed q the interphase drag terny fs determined in subroutine
FIDISJ, as indicated in Equation (6.1-6). Two protections are also usgg=IDythen §; is set to 100. If
for some reason subroutine FIDISJ was used for a horizontal pipegjtieseft to 0.

6.1.3.2 Slug Flow

6.1.3.2.1 Model--Slug flow for nonvertical geometry is modeled as series of Taylor bubbles
separated by liquid slugs containing small bubbles. A sketch of a slug flow pattern is skigumer6.1-
1. The Taylor bubble has a diameter nearly equal to the pipe diameter and a length varying from one to one
hundred pipe diameters.
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Figure 6.1-1Slug flow pattern.

Let ays be the average void fraction in the liquid film and slug region. The void fraction of a single
Taylor bubblegy, in the total mixture is then

ap = (ag-0gd/(1-0ag9 - (6.1-40)

The Taylor bubble frontal area per unit volume 4., where L is the cell length. Consequently, the
interfacial area per unit volumeycafor slug flow is

8yt = (/L) + (3.60gddy)(1 -ayp) . (6.1-41)
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To provide a smooth transition into and out of slug flayg [in Equation (6.1-40)] is considered as
a free parameter varying froogg at the bubbly-to-slug flow regime transition to nearly zero at the slug-
to-annular mist flow regime transition. The variation is represented by the exponential expression

Ogs=Ops €Xp[-8(g - 0pg)/(dsa - Apg)] - (6.1-42)
The drag coefficient for Taylor bubbles in nonvertical slug flow is given by Ishii and Ch&fes
C, = 10.9(D/D) (1-a,)° (6.1-43)

whereD’ is the Taylor bubble diameter, anglis given by combining Equations (6.1-40) and (6.1-42).
From geometrical consideratiorn3;/ D is equal to the square rogt of

The drag coefficient for the small bubbles in nonvertical slug flow is given by Ishii and GHafvia
by Equation (6.1-23).

For vertical slug flow, the interphase drag and shear terms are calculated using the same drift flux
conditions used in vertical bubbly flow.

6.1.3.2.2 Code Implementation-- The coefficients for slug regime interphase drag as coded in
the PHANTJ, FIDIS2, and FIDISJ subroutines are tabulated in Appendix 6A. For nonvertical slug flows,
Appendix 6A shows the interphase area per unit volugetahave the same form and coefficient as

Equation (6.1-41). The first term foipQs of the form of Equation (6.1-43) for the Taylor bubbles and uses
OT1p rather thammy,. The second term forgds of the form of the bubbly £in Equation (6.1-23).

For vertical slug flow, the coding matches the equationg,fo€§, fg, and §;.

Code results were compared to General Electric level swell experiments (see Volume Il of this
manual). The code was shown to calculate void profiles similar to the experiments. Quantitative adequacy
will depend on the application.

6.1.3.3 Annular Mist

6.1.3.3.1 Model-- Annular mist flow is characterized by a liquid film along the wall and a vapor
core containing entrained liquid droplets. gt be the average liquid volume fraction of the liquid film

along the wall. Then, from simple geometric considerations, the interfacial area per unit volume can be
shown to be

3gf = (4CyndD)(1 - ag) 2 + (3.61¢g/do)(1 - atgr) (6.1-44)

where G,,is a roughness parameter introduced to account for waves in the liquid wall film. Its form is
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Cann= (30018 . (6.1-45)
This gives a value near unity fag between 0.01 and 0.1, yet ensures @gf, - 0  aas- 0
The termayy is the average liquid volume fraction in the vapor core, for which

Qg = (@ - ag)/(1 - ag), (6.1-46)

that is discussed in Section 4.1.1.

The term ¢ is the average diameter of the drops.

A simple relation (see Section 6.3) based on the flow regime transition criterion and liquid Reynolds
number is used to correlate the average liquid film volume fraction. For vertical flow regimes, the
entrainment relation is

ag = o Gy exp[ -7.5 x 10 (g vg/uo)¥] (6.1-47)

where ( is the entrainment critical velocity given by

U = 3.2 bg (s - pl Hpgt? . (6.1-48)
For horizontal flow regimes, the entrainment relation is

ag = o Cr exp[ -4.0 x 10 (Jvgvelivg)®] (6.1-49)

where y is the horizontal stratification critical velocity given by Equation (3.1-2). The tgrms C
expressed as

= 1.0-10 %afpf|vf| . (6.1-50)

The interfacial friction factor,;f for the liquid film takes the place ofpGn Equation (6.1-9), is

described by a standard correlation in the laminar region, and is based on Wallis' cofr&fatiothe
turbulent region. In the turbulent region, the Wallis correlation was modified to use the factor 0.02 rather

than 0.005. This is the value used in RELAP5/MG®$6 and it was selected because of the MOD1
assessment. It is based on the interfacial Reynolds number defined as
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vV, —V{ D,
Hg
where
D; = a;/ZD (D is the equivalent wetted diameter)
Hg = viscosity of the vapor phase.
The values ofjfare
_ 64
fi = Re for Re< 500
_ 01500- Redg4 | CR&—500
fi = 51000 CRe * 01000 0.02{ 1+ 150 + ( T a,) Y7} for 500 < Re< 1500
f,=0.02{1 + 150 [1 - (1 -@Y} for Re > 1500 . (6.1-52)

The interfacial drag coefficientfor the drops is given by Ishii and Chafila® by Equations (6.1-

23) and (6.1-24), where,ds the droplet diametep, is the vapor densitypf), andpy, = pg/(O(g)z'5 for
droplets.

6.1.3.3.2 Code Implementation-- The friction factor and interphase area per unit volume for
annular mist flow, as coded in subroutine PHANTJ, are tabulated in Appendix 6A. Appendix 6A shows
the interphase area per unit volumg,ta have the same form and coefficient as Equation (6.1-44). The

only difference is that the appendix usgdat the droplet diameter, whereas this section ugdsrahe
droplet diameter. The expression fgg €hown in Appendix 6A has two terms. The first term fgri€of
the form of f in Equation (6.1-52) for the liquid film. The second term fgri€of the form of the droplet
Cp in Equation (6.1-23).

For an annulus component in the annular mist regime, the code assumes that all the liquid is in the
film and that there are no drops. Thag, = a; andagy = 0 are used for an annulus. This was based on
work by Schneidér-3” on RELAP5/MOD3 calculations for UPTF Test 6, who shows that this was
necessary in order to get downcomer penetration following a cold leg break. In addition, the Bharathan
38 correlation used in RELAP5/MOD2 was replaced by a standard laminar correlation and the modified

Wallis®1-6correlation in the turbulent region for the interfacial drag when in the annular mist flow regime
(for either an annulus or any other component). Schneider found this was also necessary in order to get
downcomer penetration in UPTF Test 6. This interphase drag approach for an annulus component was also
used in RELAP5/MOD1.
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6.1.3.4 Inverted Annular Flow Regime. Immediately downstream of a quench front or CHF
position, there may be an inverted annular flow region if the combination of liquid flow and subcooling is
high enough. The physical concept in the model is the presence of vapor bubbles in the liquid core (just as
there are liquid drops in the vapor region for annular mist flow) and an annular gas layer between the walls
and the core. Lety, be the volume of gas bubbles in the liquid core divided by the volume of the core.

This is given by

_ Vgas core _ Vgas tot_VgaS ann (61-53)

Yg0 = 7y V. —V

tot— VY gas ann

core

Then, from simple geometric considerations, the interfacial area per unit volume can be shown to be

8gf = (AG{D)(1 - ag a2 + (3.801g /do)(1 - A ) (6.1-54)
where

V ann
Og ann = ﬁ : (6.1-55)

The relation used to obtawy annis shown in Appendix 6A asg. Cy, is obtained from Equation
(6.1-45), whereg annis used in place afy.

The interfacial friction factor,; ffor the liquid film takes the place of;Gn Equation (6.1-9) and is
described by a correlation obtained by Bharathan &ta8for which

f, = 4 [0.005 + AF')E] (6.1-56)
where
logipA = -0.56 + 9.07/D (6.1-57)
B = 1.63 + 4.74/D (6.1-58)
— 1/2
5 - 6[%’} . (6.1-59)

The termd” is the liquid wall film Deryagin number for whichis the film thickness, and Ds the
dimensionless diameter Bond number [Equation (6.1-31)]. The film thickniesdefined in Appendix
6A.
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The drag coefficient for the bubbles is the Ishii-Chawla correlation given by Equation (6.1-23).
Appendix 6A tabulates the equation.

6.1.3.5 Inverted Slug Flow. The inverted slug flow regime envisioned by DeJarlais and
Ishii®1-3 consists of bubble-impregnated liquid slugs flowing in a pipe core surrounded by a vapor
blanket containing liquid droplets (sEeure 3.2-3. The coded interfacial friction coefficients recognize
the liquid droplets, vapor blanket, and liquid slugs but not the presence of bubbles in the slugs.
Contributions to the interfacial friction are recognized, then, as coming from two sources: (a) the liquid
droplet interfaces in the vapor annulus and (b) the liquid slug/annulus interface. It is assumed, apparently,

that the liquid slugs are so long that any contributions to interfacial friction at their ends are negligible.

The interfacial areas for the annulus/droplet portion and the slug/annulus portion are derived
analogously to those for nonvertical slug flow, Section 6.1.3.2. The void fraction of the liquidglis),

analogous to that for a Taylor bubbtes,, and the average droplet void in the vapor blankgt, is
analogous to the average voidys in the liquid annulus for slug flow. That is, the interfacial areas are

computed for inverted slug flow by simply reversing the liquid and vapor phases from slug flow. The
droplet void,agyp, in the vapor annulus is an expression that exponentially increases the postjiaiuef

to droplets asiy increases until the transition voidgy, is reached, at which point all of the liquid is
appropriately assumed to be in droplet form. The value for the Weber number used is 6.0.

The drag coefficients for the annulus/droplet portion and the slug/annulus portion are analogous to
those for nonvertical slug flow, except that the liquid and vapor phases are reversed. Appendix 6A
tabulates the equation.

6.1.3.6 Dispersed (Droplet, Mist) Flow Regimes.  The dispersed (droplet, mist) flow regime is
discussed in Section 6.1.3.1, Bubbly Flow. For mist pre-CHF, We = 3.0, and for mist and mist post-CHF,
We = 12.0. Appendix 6A tabulates the equations.

6.1.3.7 Horizontally Stratified Flow Regime

6.1.3.7.1 Model--By simple geometric consideration, one can show that the interfacial area per
unit volume is

8yt = 4Cy; Sinb/(rD) (6.1-60)

where G, is a roughness parameter introduced to account for surface waves and is set to one for the
interphase surface area per unit volume. Sgere 3.1-2for the definition of anglé.)

The interface Reynolds number is defined with the vapor properties and regarding liquid as the
continuous phase for which

Re = Dj pg Vg - il/Hg (6.1-61)

where the equivalent wetted diametey, r the interface is
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D = agrD/(B + sirb) . (6.1-62)
This can be derived from simple geometric considerations (see Section 4.1.1) using

Tl = 6 - sinbcod . (6.1-63)

The interfacial friction factor, freplaces g in Equation (6.1-9) and is obtained by assuming friction
factor relationships for which

o mad °YRE O 6.1-64
T M&Ch 3160 R (6.1-64)

The term 64/Reis for laminar flow and0.3164/ Ré‘zs

which are friction factors based on the Darcy approach used in REB&R&ence 6.1-4@resents these
factors using the Fanning approach; one needs to multiply by four to get the Darcy approach factors used
in Equation (6.1-64).

is the Blasius formula for turbulent flow,

6.1.3.7.2 Code Implementation-- The friction factor and interphase area per unit volume for
horizontally stratified flow, as coded in subroutine PHANTJ, are tabulated in Appendix 6A. Appendix 6A
shows the interphase drag area per unit volugietahave the same form and coefficient as Equation

(6.1-60) with G = 1. The expression forglin Appendix 6A is the same as Equation (6.1-64) for the
friction factor f.

6.1.3.8 Vertically Stratified Flow

6.1.3.8.1 Model--For the junction above a vertically stratified volume, the interphase drag is set to
a low number to help ensure that any drops donored up from the volume below will fall back down, thus
maintaining the level in the vertically stratified volume. This is accomplished by using the void fraction in
the volume above (mostly vapor) for the junction void fraction needed to determine the junction interphase
drag. Similarly, for the junction below a vertically stratified volume, the interphase drag is set low. This is
accomplished by using the void fraction in the volume below (mostly liquid) for the junction void fraction
needed to determine the junction interphase drag. The vertical stratification model is not intended to be a
mixture level model.

6.1.3.8.2 Code Implementation-- For the junction above the vertically stratified volume
(junction j inFigure 3.2-4), the interphase drag for the volume above (volume L) is used. This is

consistent with the junction-based interphase drag. This is obtained as follows: The void dr&\ption used
in the junction j for the junction-based interphase drag is given by

Ug; = W O+ (1-W) =0y (6.1-65)
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and is similar to Equation (3.5-1), except thgl is replaced byx; k - The term;ve given by Equation
(3.5-2). This void fraction is given by

Oy = strate oy + (1—stra) g« (6.1-66)
where strat takes on values from O to 1. For a vertically stratified volume, strat;;K 5 ag, , and
ag; = o, . For a nonvertically stratified volume, strat =), = o, , &g is given by Equation

(3.5-1). The smoothing parameter strat is given by

strat = stratl ¢ strat2 (6.1-67)
where

stratl = 1w (6.1-68)
strat2 = 2 (1-wvp) - (6.1-69)

Both stratl and strat2 are limited to values between 0 and 1. The varjglled %, are the mixture

velocity and Taylor bubble rise velocity, respectively. The variable stratl exponentially turns off the
stratification effect when the volume above (volume L) becomes empty of liquid. &ypen0.01, stratl

= 0.005.

A different method is used at junction j-1 below the vertically stratified volume. Equations (6.1-65),
(6.1-66), (6.1-67), and (6.1-69) are used, however, stratl is given by

stratl = 20 @eye - 0.05) (6.1-70)
where
a,, —a
a = o FE .1 (6.1-71)
level ag’ = ag’ |

The variableaee is an implied non-dimensional mixture level position within volume K. The

coding is generalized to handle the case where the volumes and junctions are oriented downward. The
vertical stratification model is not intended to be a mixture level model, and a more mechanistic level
tracking model is discussed in Volume 1.
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The primary developmental assessment for the vertically stratified interphase drag model is the MIT

pressurizer test probleﬁ%‘”'lSome of the smoothing functions are required to ensure fast running as well
as minimization of void fraction dips when the level appears in the next volume.

6.1.3.9 Transition Flow Regimes. A number of transitions between flow regimes are
incorporated into RELAP5/MOD3 for interphase drag and shear. They are similar to the ones used for
interfacial heat and mass transfer (Section 4.1.2) and are included to prevent numerical instability when
abruptly switching from one flow regime to another. The full details of the transition logic used in the code
are found in Appendix 6A.

6.1.4 Time Smoothing
Section 4.1.3 discusses the time smoothing of the interphase heat transfer coefficardsHy. It
indicates the rationale for using time smoothing as detailé&tefarence 6.1-42andReference 6.1-43

Using the notation established in Section 4.1.3, the following are used for the interphase drag and shear:

A logarithmic weighting process defined by

n
fn+1 — fn+1 (Effweight %ﬂ (61-72)

weight calculate n+1
calculate

is used for the interphase drag coefficigjtithen the interphase drag coefficient is increasing. A linear
weighting process defined by

fcv;i;ht = ﬂfcveight"’ (1-n) fz;clmated (6.1-73)

is used for the interphase drag coefficigggtvihen the interphase drag coefficient is decreasing, the
distribution coefficient g and the interphase shear factor fx. Linear time smoothing is used for these
because they can have values of 0. The term f is the function to be smoothed Hrelweighting factor.

For ff, Co, and fx, the equation foy was developed by Chow and Bryce, is documented in Feinauer

I 6.1-44

eta and assumes the form

i B oAt
O min{ 0.693 ma{rc,mmmtf,vsm]}

O
= inU 0 -
n mlnD0.9Q e i (6.1-74)

where

NUREG/CR-5535-V4 6-30



RELAP5/MOD3.2

T . Vi +V,
c O'7min(|vg,K|’|Vf,K|)V +0.7min(|vg’L|,|vf’L|)V
AX K Ax :
K L
_ VK+VL
Tf - * 1/2 * 172
[max(g gD</19)} v+ [max(g gDL/l9)} v
D K D ;
K L
. - _ 1/2
D, _ D, g(pf,KOK pg,K)i|
- _ 1/2
D _ D, g(pf,Lo_L pg,L)i|
O min(|v. |, v, |) + 10~ g
Vs = maxDo.o513[ (Vg [V ) - L 030,
O max(|\y, [, [v;|107) O

The meaning of the termg, 1;, andyg is the same as used for the interphase heat transfer
coefficients, and these are discussed in Section 4.1.3.

As discussed in Section 4.1.3, Ran§difi?and Ransom and Weaféi*3indicated that a time step
insensitive procedure is obtainedifs of the exponential form

—— (6.1-75)

wheret is a time constant associated with the physical process. Equation (6.1-74) will produce an equation
like Equation (6.1-75) when the min/max logic resultg ibeing exp(At/t;) or exp(At/ts). Otherwise, it is

time-step size dependent and nodalization dependent. Modifications are being tested so that the time-step
size dependency and nodalization dependency will be removed in the future.

6.1.5 References

6.1-1. J. G. M. Anderson and K. H. ChBWR Refill-Reflood Program Task 4.7--Constitutive
Correlations for Shear and Heat Transfer for the BWR Version of TRAMREG/CR-2134,
EPRI NP-1582, 1981.

6.1-2. M. Ishhi, T. Chawla, and N. Zuber, “Constitutive Equation for Vapor Drift Velocity in Two Phase
Annular Flow,” AIChE Journal, 221976, pp. 283-289.

6.1-3. M. Ishii, One-Dimensional Drift-Flux Model and Constitutive Equations for Relative Motion
Between Phases in Various Two-Phase Flow Regifidls;77-47, 1977.

6-31 NUREG/CR-5535-vV4



RELAP5/MOD3.2

6.1-4. D. D. Taylor et al. TRAC-BD1/MOD1: An Advanced Best Estimate Computer Program for
Boiling Water Reactor Transient Analysis, Volume I. Model DescriptiMlidREG/CR-3633,
EGG-2294, April 1984.

6.1-5. W. L. Weaver et alTRAC-BF1 Manual: Extensions to TRAC-BD1/MODIUREG/CR-4391,
EGG-2417, August 1986.

6.1-6. G. B. Wallis,One-Dimensional Two-Phase FloNMew York: McGraw-Hill Book Company,
1969.

6.1-7.  A. H. Shapiro and A. J. Ericksdiransactions of ASME, 792957, p. 775.

6.1-8. M. Ishii and T. C. Chawl&ocal Drag Laws in Dispersed Two-Phase FINJREG/CR-1230,
ANL-79-105, 1979.

6.1-9. J. M. PutneyProposals for Improving Interphase Drag Modeling for the Bubbly and Slug
Regimes in RELAP®ERL Report RD/L/3306/R88, PWR/HTWG/P(88)622, June 1988.

6.1-10. J. M. Putneymplementation of a New Bubbly-Slug Interphase Drag Model in RELAP5/MOD?2,
CERL Report RD/L/3369/R88, PWR/HTWG/P(88)597, November 1988.

6.1-11. J. M. PutneyEquations for Calculating Interfacial Drag and Shear from Void Fraction
Correlations,CEGB Report RD/L/3429/R88, PWR/HTWG/P(88)630, December 1988.

6.1-12. J. M. Putneypevelopment of a New Bubbly-Slug Interfacial Friction Model for RELAP5--Final
Report,National Power Report ESTD/L/0075/R89, PWR/HTWG/P(89)722, October 1989.

6.1-13. J. M. Putney, “Development of a New Bubbly-Slug Interfacial Friction Model for RELAPS5,”
Nuclear Engineering and Design, 13991, pp. 223-240.

6.1-14. B. Chexal and G. Lellouchéd Full-Range Drift-Flux Correlation for Vertical Flows
(Revision 1) EPRI NP-3989-SR, September 1986.

6.1-15. B. Chexal et alThe Chexal-Lellouche Void Fraction Correlation for Generalized Applications,
NSAC-139, April 1991.

6.1-16. N. Zuber and J. Findlay, “Average Volumetric Concentrations in Two-Phase Flow Systems,”
Journal of Heat Transfer, 82,965, pp. 453-568.

6.1-17. N. Zuber et alSteady-State and Transient Void Fraction in Two-Phase Flow SysBAd-
5417, 1967.

6.1-18. I. Kataoka and M. Ishii, “Drift Flux Model for Large Diameter Pipe and New Correlation for
Pool Void Fraction,’International Journal of Heat Mass Transfer, 3@87, pp. 1927-1939.

NUREG/CR-5535-V4 6-32



6.1-19.

6.1-20.

6.1-21.

6.1-22.

6.1-23.

6.1-24.

6.1-25.

6.1-26.

6.1-27.

6.1-28.

6.1-29.

6.1-30.

6.1-31.

6.1-32.

RELAP5/MOD3.2

S. RouhaniModified Correlations for Void and Pressure DyofB Atomenergi, Sweden,
Internal Report AE-RTC 841, March 1969.

S. Rouhani et alTRAC-BF1 Models and CorrelationdUREG/CR-4391, EGG-2680, August
1992.

G. B. Wallis and S. Makkenchey, “The Hanging Film Phenomenon in Vertical Annular Two-
Phase Flow, Transactions ASME, Series |, 9874, p. 297.

J. A. Holmes, “Description of the Drift Flux Model in the LOCA Code RELAP-UKMech.
E.,C206/77, 1977.

D. Bestion, “Interfacial Friction Determination for the ID-6 Equations Two Fluid Model Used in
the CATHARE Code,’European Two-Phase Flow Group Meeting, Southhampton, England,
1985.

T. Anklam et al.Experimental Investigations of Uncovered-Bundle Heat Transfer and Two-
Phase Mixture-Level Swell under High Pressure, Low Heat Flux CondittiBREG/CR-2456,
1982.

G. Analytis, “Assessment of a New Interfacial Function Correlation in TRAC-BD/MODL1,”
Transactions American Nuclear Society, 5286, pp. 481-482.

G. Analytis and G. Richner, “Effect of Bubbly/Slug Interfacial Shear on Liquid Carryover
Predicted by RELAP5/MOD2 During Refloodingfansactions American Nuclear Society, 53,
1986, pp. 540-541.

K. Pearsorkull Length Cluster Level Swell Data at Pressures from 2 to 40AEEW-R2193,
1987.

G. Gardner, “Fractional Vapor Content of a Liquid Pool Through which Vapor is Bubbled,”
International Journal of Multiphase Flow, 6980, pp. 399-410.

J. WilsonPrimary Separation of Steam and Water by Natural Separation: P&ACNP-6500
2, 1965.

J. Findlay and G. SozBWR Refill-Reflood Program--Model Qualification Task PMOREG/
CR-1899, EPRI NP-1527, GEAP-24898, October 1981.

V. H. Ransom et alRELAP5/MOD2 Code Manual, Volume 3: Developmental Assessment
Problems EGG-TFM-7952, December 1987.

L. Ericson et alThe Marviken Full-Scale Critical Flow Tests Interim Report: Results from Test
24, MXC-224, May 1979.

6-33 NUREG/CR-5535-vV4



RELAP5/MOD3.2

6.1-33.

6.1-34.

6.1-35.

6.1-36.

6.1-37.

6.1-38.

6.1-39.

6.1-40.

6.1-41.

6.1-42.

6.1-43.

6.1-44.

L. Ericson et alThe Marviken Full-Scale Critical Flow Tests Interim Report: Results from Test
22,MXC-222, March 1979.

M. PetrickA Study of Vapor Carryunder and Associated Probléxhd,-6581, 1962.

R. Baily et al., “Transport of Gases Through Liquid-Gas Mixtue¢ChE Meeting, New
Orleans, LA, 1956.

V. H. Ransom et alRELAP5/MOD1 Code ManuaNUREG/CR-1826, EGG-2070, March
1982.

K. Schneider, “Siemens Contributions to RCP Modeling and Evaluation of UPTF T&AB,”
Meeting, Bethesda, MD, October 18-20, 1989.

D. Bharathan, G. E. Wallis, and H. J. Richd@rWater Counter-Current Annular FlovEPRI
NP-1165, 1979.

G. DeJarlais and M. Ishimverted Annular Flow Experimental StutjQJREG/CR-4277, ANL-
85-31, April 1985.

R. Bird, W. Stewart, and E. Lightfodtansport Phenomen&lew York: Wiley & Son, 1960, p.
187.

H. Saedi and P. Griffith, “The Pressure Response of a PWR Pressurizer during an Insurge
Transient,"Transactions American Nuclear Society, Detroit, MI, June 12-16, 1983.

V. H RansomCourse A--Numerical Modeling of Two-Phase Flow for Presentation at Ecole
d’Ete d’Analyse Numeriqu&GG-EAST-8546, May 1989.

V. H. Ransom and W. L. Weaver, “Selective Review of LWR Thermal-Hydraulic Simulation
Methods,” Proceedings of the International Topical Meeting on Advances in Reactor Physics,

Mathematics, and Computation, Paris, France, 19§4¥,1813-1829.

L. R. Feinauer, W. M. Bryce, D. M. Kiser, R. A. Riemke, and C. C. Psa{ Release
Improvements for RELAP5/MODEBGG Internal Report, SE-CMD-001, August 1984.

6.2 Wall Drag

6.2.1 Basis

The field difference equations for the sum momentum equation, Equation (2.2-6), and the difference
momentum equation, Equation (2.2-7), contain the terms

FWG (v,) " 'Ax andFWF (v)) " 'Ax; . (6.2-1)
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These terms represent the pressure loss due to wall shear from cell center to cell center of the cell
volumes adjoining the particular junction that the momentum equation is considering. The wall drag or
friction depends not only on the phase of the fluid but also on the flow regime characteristics.

The wall friction model is based on a two-phase multiplier approach in which the two-phase
multiplier is calculated from the heat transfer and fluid flow service (HTFS) modified Baroczy

correlation®21 The individual phasic wall friction components are calculated by apportioning the two-

phase friction between the phases using a technique derived from the Lockhart-Mstfmatidel. The
model is based on the assumption that the frictional pressure drop may be calculated using a quasi-steady

form of the momentum equati&rf-3

6.2.1.1 RELAP5 Wall Friction Coefficients.  The RELAPS5 phasic Darcy-Weisbach wall
friction coefficients are determined from the wall friction discussion in Volume | that apportion the overall
wall frictional pressure gradient between the phases, to give

PV |, , , v2
FWF(aipr) = oy, f2f||3 d {A'py (a4vy) “+C[A #Ps (015 Vy) “A oPg (OgVy) T+ oPg (OgVg) %

(6.2-2)
/ (agw)\gpgvz + wa)\fpfvfz)

for the liquid, and

oA |V , ’ ' v |,
FWG(a,p,) = agw—%%—g—' {A'sps (a5vy) “+C[A 1Pr (0Vf) A oPg (0gVy) TN aP (AgV) 2}(6.2-3)

/ (agw)\gpgvz + afw)\fpfvfz)

for the vapor, where the HTFS two-phase multiplier coefficient C is found in Volume I, Section 3.

Because the Reynolds number in the friction factor correlation and the mass flux G in the two-phase
friction multiplier were considered to be positive quantities by the correlation developers, the algorithm
used in the RELAP5 code to compute these quantities was implemented in such a way as to ensure that
they are always computed as positive quantities. This means that the velocity used in the computation of
the phasic mass flux used in computing the phasic Reynolds numbers is the magnitude or absolute value of
the velocity computed by RELAPS5,

M¢ = aspr| | (6.2-4)
for the liquid mass flux, and
Mg = agpglVgl (6.2-5)

for the vapor mass flux.
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The absolute value of the mixture mass flux G used in the computation of the correlation coefficient
C for the HTFS two-phase multiplier is computed as

G = PPVt + dgPgVgl (6.2-6)

where the value of the mixture mass flux computed from Equation (6.2-6) is limited to be no greater than
8711.1111 kg/Mrs, so thatf (G) > 0. The term {(G) is defined in Volume I. The HTFS correlafidn®

was developed based on experiments from steam-water, air-oil, and air-water flows in horizontal and
vertical pipes. The correlation is applicable over the following ranges: mixture mass flux (G) = 2.6 - 12000

kg/n12-s, static quality (X) = 0.0001 - 0.99, and Baroczy dimensionless property index
[A = (py/P) (M/ M) **] = 1.9x10° - 0.11

6.2.1.2 RELAPS Friction Factor Model. The phasic friction factors used in the wall friction
model in RELAP5 are computed from the wall friction discussion in Volume |, where the Reynolds
numbers used in the computation are computed as described above. The only modification to the friction
factor model as implemented in the RELAPS code is to limit the value of the phasic Reynolds number used
in the computation of the laminar friction factor to be greater than a value 50. This prevents a divide by a
small number or a potential divide by zero in low-speed flow.

The Zigrang-Sylvestér-* approximation (used in RELAP5, see Volume 1) to the Colebrook-
White®-2-3 correlation for turbulent flow, has a mean square error of 0.1% and a maximum deviation of

0.5% when compared to the Colebrook-White correlation over the raﬁgses% <0.05 and RBOO

< 10’. Figure 6.2-1shows the friction factor computed from the RELAPS5 friction factor model for several
values of the ratio of surface roughness to hydraulic diameter. Also shown as circular data points are
several values of the turbulent friction factor computed from the Colebrook-White correlation. The friction
factor model also has several user input constants that allow the user to adjust the frictions factors if there
are data for a particular test section or geometry. The shape factor can be used to adjust the laminar friction
factor factor.

6.2.2 General Code Implementation

The wall drag model is used to determine friction terms in the sum and difference momentum
equations solved for liquid and vapor velocities, as discussed in Section 6.1.2, for the semi-implicit
scheme. A short section of a listing from subroutine VEXPLT shows the sum and difference momentum
equations and the wall friction terms, FRICFJ and FRICGJ:

DELPZ = NCROSK(IH1)*DZ(K)*DELPZ+NCROSL(IH1)*DZ(L)*DELPZZ
FRICFJ = FRICFK(IH1)+FRICFL(IH1)
FRICGJ = FRICGK(IH1)+FRICGL(IH1)

PSMF(IH1) = (FRICFJ+HLOSSF)*AVRF(IH1)
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0.100 i
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Figure 6.2-1Comparison of Darcy-Weisbach friction factors for the Colebrook-White and the RELAP5
friction factor correlations.

PSMG(IH1) = (FRICGJ+HLOSSG)*AVRG(IH1)

PSLD(IH1) = PMPPH(IX)-CONVFS(IH1)-CONVGS(IH1)-DELPZ
c SUM MOMENTUM EQUATION

SUMF(IH1) = AVRF(IH1)*DX(IH1)+(PSMF(IH1)-VPGNX+

* SLGNX+PSUMF(IH1))*DT

SUMG(IH1) = AVRG(IH1)*DX(IH1)+(PSMG(IH1)-VPGNX+

* VNGNX+PSUMG(IH1))*DT

SUMOLD(IH1) = (AVRF(IH1)*VELFJO(I)+AVRG(IH1)*VELGJO(I))*

* DX(IH1)+(SCVTUR(IX)*(PO(K)-PO(L))+PSLD(IH1)+
* PSUMF(IH1)*VELFJO(I)+PSUMG(IH1)*VELGJO(I))*DT
c DIFFERENCE MOMENTUM EQUATION

6-37 NUREG/CR-5535-vV4



RELAP5/MOD3.2

DIFR = SCVTUR(IX)*(RHOGA(IH1)-RHOFA(IH1))*RHOFGA
SCRACH = (1.0+VIRMAS)*DX(IH1)

FRICGJ + FRICGJ*(1.0-FXJ(1)+

* FXJ(I)*ALPG*(1.0-RHOGA(IH1)/RHOFA(IH1))

FRICFJ + FRICFJ*(1.0-EXJ(I)+

* FXJ(I)*ALPF*(1.0-RHOFA(IH1)/RHOGA(IH1))

DIFF(IH1) = SCRACH+(FRICFJ+FIFJ(IX)+VPGNX+HLOSSF+SLGNX)*DT
DIFG(IH1) = -SCRACH-(FRICGJ+FIGJ(IX)+VPGNX+HLOSSG+VNGNX)*DT
DIFOLD(IH1) = (VELFJO(I)-VELGJO(I))*SCRACH-(DIFR*(PO(L)-PO(K))

* +CONVF(IH1)-CONVG(IH1)-DPSTF(IX))*DT

The sum momentum equation contains terms PSMF and PSMG which are dependent on FRICFJ and

FRICGJ, while the difference momentum equation uses the FRICFJ and FRICGJ themselves, which may
be modified by the interphase shear terms if in vertical bubbly-slug flow. The term FXJ(I) is the interphase
interpolation factor. The point of showing the list and noting the terms is to trace the wall drag terms from
the solution back to the place where they are determined.

The development of the FRICFJ and FRICGJ terms from earlier points in subroutine VEXPLT is

shown in the listing as

c

LIQUID FRACTION
FRICFK = DXK*FWALF(K)*RAVRF(IH1)

FRICFL = DXL*FWALF(L)*RAVRF(IH1)

VAPOR FRICTION

FRICGK = DXK*FWALG(K)*RAVRG(IH1)

FRICGL = DXL*FWALG(L)*RAVRG(IH1)

JUNCTION FRICTION
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FRICFJ = FRICFK(IH1)+FRICFL(IH1)

FRICGJ = FRICGK(IH1)+FRICGL(IH1)

The K and L subscripts indicate upstream and downstream volumes relative to the junction of
interest.

The FWALF and FWALG terms contain the friction model information and are determined in
subroutine FWDRAG with some necessary variables being calculated in earlier subroutines. For instance,
flow regime effects are calculated in subroutine PHANTJ.

The wall drag model in subroutine FWDRAG makes two loops over all volume cells. The first
calculates the single-phase friction factors for wet wall and/or dry wall cases and interpolates if both cases
are present. The second loop tests to see if the fluid is two-phase and, if so, calculates the H.T.F.S two-
phase multiplier and, for either single- or two-phase, makes a final calculation of the FWALF and FWALG
terms. In subroutine VEXPLT, the FWALF and FWALG terms are combined with other terms to form
FRICFJ and FRICGJ, as shown previously. The FWF and FWG terms in Equations (6.2-2) and (6.2-3) are
related to the FRICFJ and FRICGJ terms by the relations FRICFJ = FWF<Dx and FRICGJ = FWGeDx,
where Dx is half the length of the upstream volume plus half the length of the downstream volume.

6.2.3 References

6.2-1. K. T. Chaxton, J. G. Collier, and J. A. WaddT.F.S. Correlation for Two-Phase Pressure Drop
and Void Fraction in Tube®AERE-R7162, 1972.

6.2-2. R. W. Lockhart and R. C. Martinelli, “Proposed Correlation of Data for Isothermal Two-Phase,
Two Component Flow in PipesChemical Engineering Progress, 45,1949, pp. 39-48.

6.2-3. D. Chisholm, “A Theoretical Basis for the Lockhart-Martinelli Correlation for Two-Phase
Flow,” Journal of Heat and Mass Transfer, I®67, pp. 1767-1778.

6.2-4. D. J. Zigrang and N. D. Sylvester, “A Review of Explicit Friction Factor Equatidinaris.
ASME, J. Energy Resources Technology, 1085, pp. 280-283.

6.2-5. C. F. Colebrook, “Turbulent Flow in Pipes with Particular Reference to the Transition Region
Between Smooth and Rough Pipe Lawdgurnal of Institution Civil Engineers, 11939, pp.
133-156.

6.3 Entrainment Correlation

In the annular-mist flow regime, the calculation of wall-to-coolant heat transfer requires the proper
apportioning of the liquid in the wall region as an annular film and in the vapor region as droplets. The

code uses the Ishii and Mishifii%6-3-2 correlation for the entrainment fraction as a basis for calculating
the liquid volume fraction in the film region and the liquid volume fraction in the vapor region. The
correlation determines the fraction of liquid flux flowing as droplets by the following expression:
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E = tanh (7.25 x 10 We'2°Rg%?9) (6.3-1)
where
We = Weber number for entrainment

total liquid Reynolds number.

R

The Ishii-Mishima entrainment correlation has been compared to air-water data over the ranges
latm <P <4atm,0.95cm <D <3.2cm, 370 fR&400, andd'< 100 m/s, with satisfactory results. The

correlation has also been developed to account for entrance effects and the development of entrainment.

The code, using the Ishii-Mishima correlation as a basis for determining entrainment, calculates the
fraction of the total liquid volume residing in the annular film regimg)( by

2 = max(0.0 K (6.3-2)
f
where
Fi1 = y* max [0.0, (1 - G*)] exp (-G x 10°A6)
v* = factor accounting for entrance effects and ranges from 0.0 to 1.0 (defined in

Appendix 4A, Annular Mist Flow)

G* = (10%)(Rg>>)
Re = otPf | Ve | D/
Ce = 4.0 horizontal
= 7.5 vertical
A = [max (Jyg - Vgl, 1089/ horizontal

= agvy/Veriy  Vvertical

(pf B pg) gGgApip
pyDsind

172
Verit = 0.5[ e} (1- cosB) horizontal

= 3.2 [o*g (pr - pe)1M¥pgt’?  vertical
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o* max (o, 107).
From this expression, the fraction of liquid volume that exists as dragigits the vapor phase can
be calculated, since

g + Ofg = 0Ot . (6.3-3)
Dividing by the total liquid volume fractiorf) and substituting Equation (6.3-2) yields

a
9= (1-F,) . (6.3-4)
Oy

This relationship provides the entrainment volume fraction that is comparable to the Ishii-Mishima
parameter calculated in Equation (6.3-1).

To demonstrate that the entrainment correlation in the code calculates the same entrainment fraction
that the Ishii-Mishima correlation would predict, a set of conditions was taken from a small-break

calculation for the Semiscale facili®y?-3 The code indicates that the annular mist flow regime existed at
the subject location. The conditions of the coolant are summarized as

Py = 28.64 kg/m

Pf = 765.86 kg/m

Vg = 0.90463 m/s

Vi = 0.31068 m/s

D = 0.0127 m

dg = 0.9980

o = 2.0 x 10°

Mg = 9.689 x 1@ kg/(m-s)
o = 0.02 N/m.

The Ishii-Mishima correlation calculates a liquid volume fraction existing as droplets in the vapor
region of E = 0.0004978. The RELAP5/MOD3 code calculates the fraction to be 0.0004633, which
suggests that the code representation of the correlation is relatively accurate.
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6.3.1 References

6.3-1. |. Kataoka and M. Ishii, “Entrainment and Deposition Rates of Droplets in Annular Two-Phase
Flow,” CONF-830301-11ASME-JSME Thermal Engineering Joint Conferert¢enolulu, Hl,
March 20, 1985.

6.3-2. M. Ishii and K. MishimaCorrelations for Liquid Entrainment in Annular Two-Phase Flow of
Low Viscous FIuidANL/RAS/LWR 81-2, 1981.

6.3-3. M. MegahedRELAP5/MOD2 Assessment Simulation of Semiscale MOD-2C, Test S-NH-3,
NUREG/CR-4799, EGG-2519, October 1987.
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APPENDIX 6A--COEFFICIENTS FOR INTERFACIAL DRAG/SHEAR AND
WALL DRAG MODELS FOR RELAP5/MOD3

Bubbly Flow
Interfacial Friction
For nonvertical bubbly flow,
G = %pfangD
Co=1
fy=0
where
%CD = (3.0+ O.3Rt§‘75) /Re, (G is drag coefficient)
agf = 3.6yt Ay, Apyp = Max@ly, 10°)
dy = average bubble diameter
= (Wea)/(ps vig?), We = 5, Wes = max(Wea, 1019
Vig = is as for bubbly flow SHL, Appendix 4A
Re, _ We o (12— gé’”b)
My (Vig)

For vertical bubbly flow,

Co = profile slip distribution coefficient

a0 (p; = P,) gSing

Ci =
|V9J|Vgi
* —2
Og = max(ag ;, 10°7)
o = max (1.0 g, 109)
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fy = 1
where G and y; are obtained for a given geometry and flow conditions, as sdabl®6.1-1

For the EPRI correlation,

C, = L
° [Ke+ (1-K,) (ag)']

where
Ln = 1-exp (-Gag) if Gog <170
= 1 otherwise
Ld = 1-exp (-Q) if G <170
= 1 otherwise
_ Ln
L N Ld
Cl = 4P§I’it
P( I:)crit - P)
Perit = critical pressure
_ 0Py
Ko = By+(1-By DE?D
B, = min (0.8, A)
A = 1
L 1+ exp{ ma{— 170 miff 170- Re 60 OPD}
Re = Rg if Rg > Rg or Rg;<0
= Re otherwise
_ PiDy . .
Re = —— (local liquid superficial Reynolds number)

f
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j,D
Rey = EQL—Q’——“ (local vapor superficial Reynolds number)
[¢]
I = osVv; (liquid superficial velocity)
ig = agvg (vapor superficial velocity)

1+ 1.57%%95
f

1-B,

The sign of j is taken as positive if phase k flows upward and negative if it flows downward. This
convention determines the sign ongEq, and Re.

Cmax| (p;—pg), 101 ogd”*

Vgi = 1.41% > u C,C,C,Cq [see Equation (6.1-26)]
Pt O
where
C, = 1 ifG>1
1 .
= Py A=l ifG<1
T exp(—G) G
3 Dp 0 1/2
& = |
— C5
Ce - 1-C,
1 :
= ——————— ifG<1
T—exp(-G) “
C _ OD,f®
7 = Op O
D, = 0.09144 m (normalizing diameter)
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C = C;
8 - 1— C7
B, .
Cy = (1-ay) if Rg>0
= min [0.7, (1 <ag)®®7 if Rg < 0.

The parameter £depends on the directions of the vapor and liquid flows:
Upflow (both j; and } are positive)
C; = max [0.50, 2 exp (-|RE60,000)]

Downflow (both  and } are negative) or countercurrent floyi§ positive, § is negative)

Cs = 290._210%52
1
BZ =
[1+ 0.0# R& (ﬂ“
35000
Cio = 2 exp[(|R¢/350,000941.75 |R¢%03

0.001

—Rg| DD1|:12} oD, [P
&P [50, ooop | *Op o IRel

D, = 0.0381 m (normalizing diameter)

For the Zuber-Findlay slug flow correlation,

Co = C, forog < 0.8

= 5(ag- 0.8) + (1 g C, forag > 0.8
Vgi = v;j forags 0.8

= 5(1 -ag) v;j forag>0.8
o = 1.291- 6%8 forr,, > 0
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1.2 foly, <0

_ V2
0.35[ (Ps—Pg) QD}
Ps

For the Kataoka-Ishii correlation,

{used for the casg, = j,/ [90 (p;—pg) /i) Vs jg2 = 1.768 },

gj

gj

where

C; forag <0.8

5(0g- 0.8) + (1 -0)C, forog > 0.8

v;j fOI‘CXg <0.8

5(1-ag) v;j forag > 0.8

[C.— (C.-1) (py/P) VA EL-€"""F  foTy>0
Coo - (Cao -1)(Pg/r) 2 form,, <0

0,809 Py (7015

. ! -0.562
0.0018( B) "TEg Ny [

— 174
M} for |j < 30

2
Ps

157 14
0. OBCH—UO -0. 562|:Ug (p¢— pg)i| for B > 30
pf

Dlg(ps - pg)/o] M2

H¢

tpo[ =]

g(pPs—py)

1+ 0.2 py(gD)Y%(|G’| + 0.001)}/2

Ggngg + O¢PfVs.
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For the Churn-Turbulent Bubbly Flow correlation,

{used for the cas§ = j,[9o (p;—py)/P;] v <jg =05 3,

Co = C, forog < 0.8
= 50y-0.8) + (1 -ay) C; forag > 0.8
Vgi = Vi for(xg <0.8
= 5(1-ag) v;j forag > 0.8
c, = [Co- (Co=D) (py/P) YA ML= fomy,>0
= Cao - (Coo ~1)(pg/pp) 2 form, <0
. o — 1/4
v, _ 1 41[ 9 (pf2 pg)}
Ps
where
C., = 1+ 0.2 pf(gD)Y%(|G"| + 0.001)}/2

G = OgPgVg * OfPfVs.
For the CCFL,

C, is unchanged.

(P —pg) 907*
(1-0,Cy) COKucm[—————Eg———}

Vo _ Py
gl - /2
P 2
agCOD—pr +m°(1-0a,C))

where Ki,j; is fromTable 6.1-2and m = 1.

For the transition regions between low and high upflow rates and low and high downflow rates, the
following method is used:
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As indicated in the text neafable 6.1-2 the interfacial friction calculation is based on an
interpolation of two drift flux correlations. In these regions, appropriate valueg ah@y; are first

calculated for both high and low flow conditions. Then, ifiGland GY,4, denote the boundaries of the
low and high upflow ranges, and Gfp and GL;g, denote the corresponding boundaries for downflow
conditions, interpolated values are determined using the expressions

Co = XCo,low +(1- X)Co,high
Vg = XVgjlow * (1 - X)Vgj high
where
X = ——19%— for upflow conditions
GUhigh_GUIow

———— for downflow conditions
GDyigh—GD

low

and an upward-directed channel has been assumed. The above interpolation scheme englaed that C
vary continuously with G though their first derivatives with respect to G* are not continuous.

For the transition region between churn-turbulent bubbly flow and the Kataoka-Ishii correlation, the
following is used:

C, is the same for both correlations.

_ _BUB j+_j+1 Kl BUB
gi = VYo +.+gJ .g+ (ng Vi )
gZ_ng
where
.+ . 2. 1/4
g = Jo/ [90 (ps—pg) /pPi]
Jg1 = 0.5
ig2 = 1.768
BUB - for ch bulent bubbly fl
oi = Vg for churn-turbulent bubbly flow
vgj' = Vgi for Kataoka-Ishii correlation.
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Wall Drag

Ofy = Of

Ogw = dg

Slug Flow

Interfacial Friction

For nonvertical slug flow,
Ci=Gro* Gbub
Co=1
f,=0
where

Cito = 1/2p¢ 3yt o Cp, 710

3yt Tb Is the frontal area per unit volume

amy = A _ A _ O
' Vtot AtotL L
L = cell length

OTp is as for slug flow SHL, Appendix 4A

112G = 5.45 @rp) A1 - opp)®
and

Cibu = 1/8 pt &gt bub Cp,bub
where

agfbub = (3.604ddp)(1 - ap)

1/8Cp pup = (3.0+ 0.3RE™) /Re,
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Weao(l-a
Re, = ( - O_Sb“b) , We = 5.0, Wes = max (Wego, 1019

Hr (Vi)

Opub Ogs Gy, @nd g are as for slug flow SHL, Appendix 4A.

For vertical slug flow, the same drift flux correlations that are used in bubbly flow are used.

Wall Drag
Oy = 1-apyp
Agw = Obub

Opyp IS as above.

Annular Mist Flow

Interfacial Friction

G = Ci,ann+ Ci,drp

C,=1
f,=0
where
Ciann = 1/8 Pg 3f,annCp,ann
where
8&fann ~ (4 CandD)(L - C‘ff)o's
Cann = (300)*®

O¢ is as for annular mist flow SHL, Appendix 4A

1/8 Co anr= %S—‘; for Re< 500

1071500- Ree4 [ORe —5000 2, 0
= 50100 CRe* O 1ppp 0002 1+ 150 +(+a) Vg for

500 < Re< 1500
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1

= 50.02{ 1+ 150 +( +ag) "} for Re> 1500
Re - Pglvg—Vv{ D
Hg

D, = a;/ZD is the equivalent wetted diameter

Hg = viscosity of the vapor phase
and

Ci,drp = 1/8 Py &yf,drp Cp,drp
where

3.604
%fdrp = —g (1-dy)
d
O¢g, dy are as for annular mist flow SHL, Appendix 4A
1/8 Cp grp= (3.0+ 0.3R§,) /Rey,
Weo (1-ag,) 25
Reyp = —5— We = 1.5, Wes = max (Weo, 10"9)
ug (ng)

Vi, is as for annular mist flow SHL, Appendix 4A.

Wall Drag
_ 0.25
Ofw = At
0.25

Ogw = 1-ay

Inverted Annular Flow

Interfacial Friction
G = Ci,bub+ Ci,ann

Co=1
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f,=0
where

Cibub = 1/8 pt &gt oub Cp,bub
where

agfbub = 3'6;;:%(1—0‘5)

Opyb Gy, Og are as for inverted annular SHL, Appendix 4A

1/8 G pub™ (3.0+ 0.3R€™ /Re,
Weao(l-a
Re, = (1= o) , We = 5.0, Wes = max (Weo, 1010
2. 1/2
Mt (Vig)

Vig as for inverted annular flow SHL, Appendix 4A

and
Ci.ann = 1/8 pt &gf,ann Cp,ann

where
Bgtann = (4/D)(1 -ag)®®
%CD, ann = 0.0025 + 0.1375 (187/D" (5+)1-63 + 4.74/D"
D" = Dlg(ps - pg)/0]% 1/D" = min (30.0, 1/D)
& = 8[g(pr - pg)/a]*> & = max (107, &)

where
0 = annular vapor film thickness

= %(D—D'),D' = diameter of annulus
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Wall Drag

0.25
O, = 1—-0p

w

D ) _D 1/2
E(l_D/D) —5[1—(1—0‘5) ].

0.25 . . .
a4, = g, ag as for inverted annular interfacial drag.

Interfacial Friction

C= Ci,ann + Ci,drp

where

Ci,ann

where

Inverted Slug Flow

1/2 Pg 3f,annCp,ann

agfyannis the frontal area per unit volume

8yf ann

—
1

Aann - Aann —_ a
- - B

Vtot AtOtL

cell length

opg is as for inverted slug flow SHL, Appendix 4A

12 G ann=
and

Ci,drp =
where

8yf drp =

NUREG/CR-5535-V4
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1/8 Pg &f,drp CD,drp

(3.6agy/dy)(1 -ap)
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Ogrp Oy @re as for inverted slug SHL, Appendix 4A, except We = 6.0

1/8 Gp gip= min[ (3.0+ 0.3R§,) /Re,,, 0.05623
dd
Regrp = ngfgp._g

Vgt is as for inverted slug SHL, Appendix 4A.
Wall Drag
Ofw = Udrp
Ogw = 1 -Ogrp Ogrp @s for inverted slug interfacial drag.
Dispersed (Droplet, Mist) Flow
Interfacial Friction

Ci = 1/8pg a4t Cp

Co=1
f,=0
where
gt = 3.60(drp/dd
Ugrp = max@y, 104

dq is as for dispersed flow SHL, Appendix 4A except We = 6.0

sCo = min[ (3.0+ 0.3R§,) /Re,, 0.05624
dd
RedrIO = pgvfgﬁ—
9

Vig as for dispersed flow SHL, Appendix 4A.

Wall Drag
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Oy = Of
Ogw =g
Horizontally Stratified Flow

Interfacial Friction

Ci = 1/8pg Bgf CD

Co=1
fy=0
where
Ayt = 4 sirg/(1D)
%CD = %(max(64/Re, 0.3164 R&™)
Re = Pg (IVg - v + 0.01) By
D; = interphase hydraulic diameter
= ToGD/(6 + sirb)
Wall Drag
O, = 1—0(;
gy = O
a; =0/m

Vertically Stratified Flow

Co=1, nonvertical bubbly/slug flow

= profile slip distribution coefficient, vertical bubbly/slug flow

NUREG/CR-5535-V4 6A-14



RELAP5/MOD3.2

fy =0, nonvertical bubbly/slug flow

=1, vertical bubbly/slug flow.

The void fractiona;'j used in the junction j above and below the vertically stratified volume for the
interphase drag is

Ogj = Wj* Og+ (1-w) = ag,

where

w;j is given by Equation (3.5-2)

oy« = strate g + (1 - stratp og g

strat stratl strat2

strat2

2 (1 - /)
Vm and v, are from Equation (3.2-30).

For the junction above,

5a; |

-0
strat= 1- e
For the junction below,

stratl = 20(ﬁ|eve| - 0.05)

ag,L_ag,K

o =
level Gg, ] _ag‘l

Wall Drag
Oy = Of
Ogw = Qg
Transition Flow Regimes

The abbreviations for the flow regimes are defineBigure 3.1-1andFigure 3.2-1

In this section, FWF correspondsag, and FWG corresponds g,
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Horizontal Flow

Slug-Annular Mist Transition

FSLUG FANM
] [Ci, ]

[C

IsLe/ANM IsLe ANM

FSLUG FANM
] ]

[ C [ COANM

OsLG/ ANM OsLe

fxsLeianm = (fxsLa)FSLUG + (fanm) FANM

FWFs| g/anm = (FWRs g)FSLUG + (FWRnvm) FANM
FWGg| g/anm = (FWGg o) FSLUG + (FWGnm) FANM

where FSLUG and FANM are as for Transitions, Appendix 4A.
Transition to Horizontally Stratified Flow

Ci FSTRAT
CiREG—HS = CiREG|:C_ ;|

IRe

COHS FSTRAT
C =C —
OREG- HS OreG Co

RE

fyrec-Hs= (Fkng) FSTRAT + (fred) (1-FSTRAT)
FWFrge.ns= (FWR,QFSTRAT + (FWhed(1-FSTRAT)
FWGree.ns= (FWGLIFSTRAT + (FWGed(L-FSTRAT)

where FSTRAT is as for Transitions, Appendix 4A, and REG = BBY, SLG, SLG/ANM, ANM or MPR as
appropriate.

Vertical Flow
Slug-Annular Mist Transition
The same formulas as for horizontal flow apply.

Inverted Annular-Inverted Slug Transition

FISLG
]

iIAN/ISL [CiIAN:I A [CiISL
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Ojan/isL

fyiannsL =0

FWFRanisL = (FWRaN)FIAN + (FWRg )FISLG
FWG|AN/|SL = (FWGAN)FIAN + (FWG|SL)FISLG

where FIAN and FISLG are as for Transitions, Appendix 4A.
Transition Boiling Regimes

iREGl— REG2 = CiREGl(l_ Z) + CiREGZ. Z

where REG1-REG2 can represent BBY-IAN, SLG-(IAN/ISL), SLG-ISL, (SLG/ANM)-ISL or
ANM-MST. (seeFigure 3.2-1).

Z = max{ 0.0 min[ 1.0 10.0 miQ 1,0 ,J,40° Tysa) (0.4—035)) ]}
Ogs = transition from bubbly to slug flow (séégure 3.2-1, Figure 3.2-2
Tgsat = Ty-T°-1.0

Twindo = 0.06666667 P/R < 0.25

1
= . » |
15+ 200( ( P’ R,) —0.025 0.025% P/Ryj; < 0.25

= 0.016666667 P(R, > 0.25

COREGZ z
COREGI—REGZ - COREGI C

fxrReG1-REG2™ (fkrEG(L - 2)

FWFReG1-REGZ™ (FWFREGI(L - Z) + (FWhREGDZ

FWGRreG1-REGZ (FWGReGI(1 - 2) + (FWREGDZ.
High Mixing Map

Bubbly-Dispersed Transition
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(C_)FBUB+ (C_ )FDIS

lcTh-ct™m

1.0

OcTh-cTMm

fyctb-cTm = 0.0

FWFcth-ctm = (FWFReT1pFBUB + (FWFR-1\)FDIS

FWGctp.ctm = (FWGcTpFBUB + (FWGy)FDIS

where FBUB and FDIS are as for Transitions, Appendix 4A.
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7 FLOW PROCESS MODELS

7.1 Abrupt Expansions and Contractions

In the sum and difference field equations (see Section 2.2), the HLOSSF and HLOSSG terms
account for momentum losses due to abrupt expansions or contractions of flow areas. The abrupt area

change model used to determine these terms is based on the Bourd&-CHrstformulation for a

sudden enlargement and standard pipe flow relations, including the vena-contracta effect for a sudden
contraction or an orifice or both. Quasi-steady continuity and momentum balances are employed at points
of abrupt area change. The numerical implementation of these balances is such that hydrodynamic losses
are independent of upstream and downstream nodalization. In effect, the quasi-steady balances are
employed as jump conditions that couple fluid components having abrupt changes in cross-sectional area.
This coupling process is achieved without change to the basic linear semi-implicit and nearly implicit
numerical time-advancement schemes.

7.1.1 Basis

The basic assumption used for the transient calculation of two-phase flow in flow passages with
points of abrupt area change is that the transient flow process can be approximated as a quasi-steady flow
process that is instantaneously satisfied by the upstream and downstream conditions (that is, transient
inertia, mass, and energy storage are neglected at abrupt area changes). However, the upstream and
downstream flows are treated as fully transient flows.

There are several bases for the above assumption. A primary consideration is that available loss
correlations are based on data taken during steady flow processes; however, transient inv@slt‘léations
have verified the adequacy of the quasi-steady assumption. The volume of fluid and associated mass,
energy, and inertia at points of abrupt area change is generally small compared with the volume of
upstream and downstream fluid components. The transient mass, energy, and inertia effects are
approximated by lumping them into upstream and downstream flow volumes. Finally, the quasi-steady
approach is consistent with modeling other important phenomena in transient codes (heat transfer, pumps,
and valves).

7.1.1.1 Single-Phase Abrupt Area Change Model. @ The modeling techniques used for
dynamic pressure losses associated with abrupt area change in a single-phase flow are reviewed briefly
before discussing the extension of these methods to two-phase flows. In a steady, incompressible flow,
losses at an area change are modeled by the inclusion of an appropriate dynamic head lpssni¢inen, h

one-dimensional modified Bernoulli equation
(V22 + Pp)y = (V/2 + Pp)o+ h . (7.1-1)

The particular form of the dynamic head loss is obtained by employing the BourdaZCG#rnot
assumption for calculating losses associated with the expansion part of the flow process at points of abrupt
area change.

7.1.1.1.1 Expansion-- Consider a steady and incompressible flow undergoing a sudden increase in
cross-sectional area (expansion) as shoviAigare 7.1-1 Here the flow is assumed to be from left to right
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with the upstream conditions denoted by the subscript 1 and the downstream condition by 2. Here the
upstream and downstream conditions are assumed to be far enough removed from the point of area change
that flow is one-dimensional, i.e., none of the two-dimensional effects of the abrupt area change exist.
These locations can range from several diameters upstream to as many as 30 diameters downstream.
However, for purposes of modeling the overall dynamic pressure loss, the entire process is assumed to
occur as a discontinuous jump in flow condition at the point of abrupt area change. In this context, the
stations 1 and 2 refer to locations immediately upstream and downstream of the abrupt area change.

}(—n—»

Figure 7.1-1Abrupt expansion.

The dynamic head loss for the abrupt expansion showdigiure 7.1-1 can be obtained using the
Bourda-Carndt!2 assumption, i.e., the pressure acting on the “washer shaped” grea\;Ais the
upstream pressurey.RVhen this assumption is employed in an overall momentum balance, the head loss

A
h o= 20 Relfe (7.1-2)

By defininge = Ay/A; as the expansion area ratio, the loss is the dynamic pressure associated with
the area change and is related to the head loss by

AP, = ph, = %p(l—e) Ve (7.1-3)

7.1.1.1.2 Contraction-- The flow process at a point of abrupt reduction in flow area (contraction)
is idealized in much the same manner as for the expansion, except that an additional process must be
considered. The flow continues to contract beyond the point of abrupt area reduction and forms a vena
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contracta, se€&igure 7.1-2 The point of vena contracta is designed by c. The far upstream and
downstream conditions are designated by 1 and 2, respectively.

A1 At gi Az
4 |
c 2
1

Figure 7.1-2Abrupt contraction.

Consider a sudden contraction in a steady incompressible flow. The loss in dynamic pressure from
the upstream station to the vena contracta is usually neglected (measurements indicated that the

contracting flow experiences a loss no larger thgn~0.05 1/2p vi, where ¥ is the velocity at the vena

contracta). The dynamic pressure loss associated with the expansion from the area at the vena contracta to
the downstream area is modeled using the Bourda-Carnot assumption with the condition at vena contracta
as the upstream condition, that is

AP, = %p (1-A/A,) V2, (7.1-4)

where from continuity considerations for incompressible flow

A.v
vV, = AZ\Z

(7.1-5)

C

The contraction ratio, #A,, is an empirical function of #A ;. The function is A&/A, = 0.62 + 0.38
(A2/A1)3 (seeReference 7.1-2 Combining Equations (7.1-4) and (7.1-5) leads to

_ 1.0 At
AP, = épml—ATjDv2 (7.1-6)
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as the dynamic pressure loss for a contractibA.

7.1.1.1.3 Abrupt Area Change With an Orifice-- The most general case of an abrupt area
change is a contraction with an orifice at the point of contraction. Such a configuration is skagunen
7.1-3 In this case, an additional flow area, the orifice flow area, must be specified. Conditions at the
orifice throat station will be designated by a subscript T. Three area ratios are used throughout this
development. The first is the contraction area ratio at the vena contracta relative to the minimum physical
areag; = AJAt. The second is the ratio of the minimum physical area to the upstream floexare®y/

Aq. The third is the ratio of the downstream to upstream are®,/A.

Figure 7.1-30rifice at abrupt area change.

The dynamic pressure loss for an abrupt area contraction combined with an orifice is analyzed in a
manner parallel to that for a simple contraction. The loss associated with the contracting fluid stream from

Station 1 to ¢ (the point of vena-contracta) is neglected; measurements indicate that the contracting flow
experiences a loss no larger thaR, D0.0%pvi% 712 \where ¥ is the velocity at the vena contracta.

The dynamic pressure loss associated with the expansion from the vena contracta to the downstream
section is given by

AP, = %p (1-A/A,) (7.1-7)

The contraction raticg, = AJAT, is an empirical function ot = At/A;. The functione. has the

. - . ALv
form g, = 0.62 + 0.38()° (seeReference 7.1-2 Using the continuity equations, = ;\ 1= v,/¢,
Cc
ALV . .
andv, = ; £ = sv2 , Equation (7.1-7) can be written as
T T
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_10 € 12 )
AP = Sppl - scsTDVZ . (7.1-8)

Equation (7.1-8) is a generalization applicable to all the cases previously treated. For a pure
expansiongt = 1,&; = 1, ance > 1, for a contractiores = € < 1 ande; < 1. Each of these is a special case
of Equation (7.1-8). The two-phase dynamic pressure loss model is based on an adaptation of the general
single-phase head loss given by Equation (7.1-8).

7.1.1.2 Two-Phase Abrupt Area Change Model. The two-phase flow through an abrupt area
change is modeled in a manner very similar to that for single-phase flow by defining phasic flow areas. The
two phases are coupled through the interphase drag, a common pressure gradient, and the requirement that
the phases coexist in the flow passage.

The one-dimensional phasic stream-tube momentum equations are given in Volume |. The flow at
points of abrupt area change is assumed to be quasi-steady and incompressible. In addition, the terms in the
momentum equations due to body force, wall friction, and mass transfer are assumed to be small in the
region affected by the area change. The interphase drag terms are retained, since the gradient in relative
velocity can be large at points of abrupt area changes.

The momentum equations can be integrated along a streamline approximately for a steady,
incompressible, smoothly varying flow to obtain modified Bernoulli-type equations

O O DFI DFI'

1
%épfvf2 + Pﬂl pr + P[lz Oq. 0 (Vfl Vg Lyt a, 0, (Vi —Vg2) Ly (7.1-9)
and

1 1 FI' FI'D)
%pgvs + Pa = Eingz + Ez+ DO( 0, (Vgr—Vg) Ly + D Dz (Vgo— Vi) Ly, (7.1-10)

where FI' =aogpipgFl and Fl is obtained from Equation (6.1-3). The termsahd L, are the lengths

from the upstream condition to the throat and from the throat to the downstream condition, respectively.
The interphase drag is divided into two parts associated with the upstream and downstream parts of the
flow affected by the area change.

7.1.1.3 General Model. Consider the application of Equations (7.1-9) and (7.1-10) to the flow of
a two-phase fluid through a passage having a generalized abrupt area change (the flow passage shown in
Figure 7.1-42 Here, the area-Ais the throat or minimum area associated with an orifice located at the

point of the abrupt area change. Since each phase is governed by a modified Bernoulli-type equation, it is
reasonable to assume that losses associated with changes in the phasic flow area can be modeled by
separate dynamic pressure loss terms for both the liquid and gas phases. Hence, we assume that the liquid
sustains a loss as if it alone (except for interphase drag) were experiencing an area chamgé fram

osAT to 0pA,, and the gas phase experiences a loss as if it alone were flowing through an area change
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from ag;A1 to agtAT to agA,. The area changes for each phase are the phasic area changegu(see

7.1-4). When the losses for these respective area changes [based on the Bourda-Carnot model and given by
Equation (7.1-8)] are added to Equations (7.1-9) and (7.1-10), the following phasic momentum equations
are obtained:

Gas phas

\ CxgZAZ

v

A
OrA2

Liquid phase v

/ 2

Separated flow
A interface

Figure 7.1-4Schematic of flow of two-phase mixture at abrupt area change.

M2, o0 _OL 2, o0, 1 0 Ope (o .o
- + P = + P + = 1__
PV T PO = mPVe PO, ¥ 5P Or€r 7 (Viz) (7.1-11)
FI’ F |
+ Ea—fa (Vi =Vgy) Ly + Ed_fgz (Viz=Vg2) Lo

and

a. InFigure 7.1-4 the flow is shown as a separated flow for clarity. The models developed are equally
applicable to separated and dispersed flow regimes, as evidenced by the calculations performed when the

abrupt area change model was incorporated into RELAP5The model was verified on single-phase
expansions, contractions, and orifices. Three two-phase problems were also run: (1) expansion case with the
interphase drag equal to zero, which simulates separated flow, (2) expansion case with the interphase drag
appropriate for dispersed flow, and (3) contraction case with the interphase drag appropriate for dispersed
flow.
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02, o0 - 0L 2. o0 gt [f

BPeVe* PDl = PV " PEL 2pgD1 TS e (v 92) (7.1-12)
DFI (v -Vy) L, +DFI (Vgo— Vi) Ly |

DCX |:| gl f1 DZ g2 f2

These phasic momentum equations are used across an abrupt area change. In Equations (7.1-11) and
(7.1-12) & andegy are the same tabular function of area ratio as in the single-phase case, except the area

ratios used are the phasic area ratios

g = @pr/ag) et (7.1-13)
and
g1 = @gT/0g9) ET, (7.1-14)

respectively. The area ratiasz A,/A; andet = Ar/A,, are the same as for single-phase flow.

The interphase drag effects in Equations (7.1-11) and (7.1-12) are important. These terms govern the
amount of slip induced by an abrupt area change; and, if they are omitted, the model will always predict a
slip at the area change appropriate to a completely separated flow situation and give erroneous results for a
dispersed flow.

7.1.2 Code Implementation

A few remarks concerning the way Equations (7.1-11) and (7.1-12) are applied to expansions and
contractions, both with and without an orifice, are necessary. In a single-phase, steady-flow situation and
given the upstream conditions, &d R, one can solve foryand B using the continuity equation (&,

= WA,) and Equation (7.1-1). Equations (7.1-11) and (7.1-12), along with the two-phasic continuity
equations, can be used in a similar manner, except now the downstream void fraction is an additional
unknown that must be determined.

7.1.2.1 Expansion. For the purpose of explanation, consider the case of an expamgicnd(s,
Ogr =0g1, €> 1,67 =1,& =€yc=1, FI' =0, Ly = 0), for which Equations (7.1-11) and (7.1-12) reduce to

O O,1 a 5D2
szfvf + PDl Dépfvf + PDz pr Dl— 2 0 (v f2)
DFI, (7.1-15)
Dz (Vi — 2) L,

and
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Ml 2. p0 0L 2 o0 1 0O Ogff 2
+PR = + PR +sp,l -
HPeVe 0 BPaeVe 0, 5P Oy 0 (Vg2

P (7.1-16)
+ DG—QDZ (V2= Vi) Ly
These two equations with the incompressible continuity equations
OsVpAg = OpVeRA) (7.1-17)
and
Og1Vg1A1 = OgVgoAn (7.1-18)

are a system of four equations having four unknowgs(ag, = 1 -dyy), Vfp, Vg, and B, in terms of the
upstream conditionsis; (dg1 = 1 -0fy), V1, Vg1, and R. (The interphase drag, FI', is a known function of
the flow properties.) It is important to note that the downstream value of the liquid fraggdms(an

additional unknown compared with the single-phase case and is determined (with the downstream
velocities and pressure) by simultaneous solution of Equations (7.1-15) through (7.1-18) without
additional assumptions. It is reassuring that by taking a proper linear combination of Equations (7.1-11)

and (7.1-12), the usual overall momentum balance obtained using the Bourdef—-é:&amiumption can
be obtained: 14715

If, as in the cited literature1-47-1-87.1-67.1-7 g}y the overall momentum balance is used at an
expansion, there will be an insufficient number of equations to determine all the downstream flow
parametersqy,, Vi, Vgo, and B. The indeterminacy has been overcome in cited works by means of several

different assumptions concerning the downstream void fragtionhe model developed here [Equations
(7.1-15) and (7.1-16)], division of the overall loss into liquid and gas parts, respectively, results in
sufficient conditions to determine all downstream flow variables, includjpgin addition, the present

model includes force terms due to interphase drag in Equations (7.1-15) and (7.1-16), which are necessary
to predict the proper amount of slip and void redistribution that occurs at points of area change.

7.1.2.2 Contraction. Consider the application of Equations (7.1-11) and (7.1-12) to a contraction.
To determine both the downstream conditions and throat conditions from the upstream vajy(es, 9f

Vi1, Vg1 and R, an additional consideration must be made. To obtain the throat values, apply the
momentum equations valid for the contracting section of flow (heretpertion of the interphase force
is associated with the contraction)

a. J. G. Collief-1*mentions three different assumptions that have been useg; @+, (b) a4, is given by a
homogeneous model, and (g} is given by the Hughmark void fraction correlation.
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1 FI'O
Eépfvfz + Pa Dépfvf + F’Er E 0 (Vii=Vg) Ly (7.1-19)
1 Fl' [
Eépgvg * Pa szg " D B o 7 (Vg =) Ly (7.1-20)
Os1VpAg = O VerAT (7.1-21)
GglvglAl = (XgTngAT . (71'22)

These four equations are solved simultaneously for the valueg (©fy7), V¢, Vg7, @and R at the
throat section (the minimum physical area). No additional or special assumptions are made concerning the
throat conditions, since they follow as a direct consequence of the unique head loss models for each phase.
After the throat values have been obtained, the conditions at the point of vena contracta are established,
assuming the void fraction is the same as at the throat. §hasidey. are established using the tabular

function in Appendix A ofReference 7.1-1and the throat area raticgy andegr, defined by Equations

(7.1-13) and (7.1-14). The factors afe= 0.62 + 0.387)> andey, = 0.62 + 0.38(;7)>. To determine the
downstream values, Equations (7.1-11) and (7.1-12) can be applied directly from Stations 1 to 2 with the
throat values known, or the expansion loss equations can be used from the throat section to Station 2. Both
approaches produce identical downstream solutions. As in the case of an expansion, because the proper
upstream and downstream interphase drag is included, this modeling approach establishes the phase slip
and resulting void redistribution. An orifice at an abrupt area change is treated exactly as the contraction
explained above (that is, with two separate calculations to establish first the throat and then the
downstream flow variable).

7.1.2.3 Countercurrent Flow. The preceding development implicitly assumed a cocurrent flow.
For countercurrent flow, Equations (7.1-11) and (7.1-12) are applied exactly as in cocurrent flow except the
upstream sections for the respective phases are located on different sides of the abrupt area change. The
difference appears in how the throat and downstream voids are determined. To determine the throat
properties, equations similar to Equations (7.1-19) through (7.1-22) are used with the upstream values
appropriate for each phase. These four equations are then solveg(foyt), V¢, Vg, and R. To
determine the downstream values for each phase, only the head loss terms are needed for the downstream
voids. (The downstream,wg, and P do not appear.) For countercurrent flow, these voids are set such that
the downstream void of each phase plus the upstream void of the opposite phase adds to one. (Both phases
together must fill the flow channel.) With the throat and downstream voids now known, Equations (7.1-11)
and (7.1-12) can be used directly to determine the total loss for each phase at the abrupt area change.

7.1.3 References
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7.2 Choked Flow

In reactor blowdown transients, choked or critical flow will exist at the locale of the break.
Furthermore, under certain circumstances, choked flow can exist at a point internal to the system or at
multiple locations within the system. A one-dimensional choked flow model developed by Ransom and
Trapp 21722 is employed in RELAP5/MOD3 to predict the existence of choked flow at a break or
internal location and to establish the flow boundary condition if choking is predicted to occur. Since
reactor blowdown transients can encompass single-phase and multi-phase flows, the choked flow model is
designed to handle subcooled choked flow, two-phase choked flow (one-component and two-component),
and single-phase-vapor choked flow.

Choking is a condition where the mass discharge from a system or at an internal point in the system
becomes independent of conditions downstream. In other words, for a given set of upstream conditions,
the mass flow does not increase as the downstream pressure is decreased. Physically, choking occurs when
acoustic signals can no longer propagate upstream. Such a situation exists when the fluid discharge
velocity is equal to or exceeds the local propagation velocity. The following sections detail the basis for
the choking criteria used in RELAPS and the implementation of the criteria described above for the various
thermodynamic states that can occur during a blowdown transient.

7.2.1 Basis for Choking

As described above, various thermodynamic states and flow conditions can prevail during a reactor
blowdown transient. The basis for the subcooled choking model and the two-phase choking model used in
RELAPS are described below.

7.2.1.1 Subcooled Choking Model. The subcooled choking model employed in RELAPS is

similar in concept to the model proposed by Bufrfefl and has been designed to reflect the physics
occurring during the break flow process. Both models assume a Bernoulli expansion to the point of vapor
inception at the choke plane. The RELAP5S subcooled choking model (see Volume I) is somewhat different

from the model proposed by Moo7d§/'4 in that the Moody model assumes that an isentropic process
occurs up to the choke plane. In the early stage of a blowdown, the fluid approaching the break is a
subcooled liquid. Because the downstream pressure (containment) is much lower than the upstream
pressure, the fluid will undergo a phase change at the break. The phase change is accompanied by a large
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change in the fluid bulk modulus and hence sound speed. The sound speed change is most pronounced for
the liquid-to-liquid/vapor transition point, although there is also an abrupt change at the liquid/vapor-to-
pure-vapor transition. The large change in sound speed mandates that extreme care be used in analyzing
the choked flow process when upstream conditions are subcooled.

The physics involved during subcooled choking can be better appreciated by considering flow
through a converging-diverging nozzle connected to a stagnation volume containing subcooled high
pressure water, as shown figure 7.2-1 When the downstream pressurgi® slightly less than the

upstream pressurg,? subcooled flow exists throughout the nozzle. The throat conditions for an idealized
situation can be analyzed using the Bernoulli equation i.e.,

Pup
Stagnation . Py

volume

Vi, P
Figure 7.2-1Converging-diverging nozzle.
2(P,,—P)1V?
v = [v§p+ -i-i%—i} . (7.2-1)

As the downstream pressure is decreased, a point is eventually reached where the pressure at the
throat is equal to the local saturation presswg, Rurther reduction in the downstream pressure results in

vaporization of fluid at the throat if homogeneous equilibrium assumptions are made. As discussed above,
a slight amount of vapor at the throat results in a significant reduction of the sound speed. Conservation of
mass requires that the velocity of the two-phase mixture at the throat be equal to the velocity of the
subcooled fluid just upstream of the throat. At this point, the velocity in the subcooled region is less than
the subcooled fluid sound speed; but, in the two-phase region, the throat velocity can be larger than the
two-phase sound speed. Under this condition, the flow is choked, since downstream pressure changes
cannot be propagated upstream and the supersonic two-phase flow at the throat must increase in velocity
and the pressure drop as the flow expands in the divergent section. In effect, there is no point in the flow
stream where the Mach number is unity. This stems from the discontinuous sound speed change at the
phase transition, although the fluid properties are continuous through the trafsiion.7.2-2a shows
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this condition schematically; flow rate can be established in ideal frictionless flow with Equation (7.2-1),
where Ris the local saturation pressure.

(a) (b) (c)
— — —
single-phasgtwo-phase  single-phasgwo-phase single- | tyo-
phase phase
Pupl®)— g I %
Pub) — 2 Pub) — € <
Pup(€] — . - Pup(€) — =
Psat \
M<1 M>1 M>1 M<1 M=1 M>1 M<1l M=1 M>1

]1/2 1/2

2 12
Ve = [Vup+ZBPup(a) _PsaE(p ]

2 2
- 0 p O - - 0 _
Vit T [VUD+ZDPUD(b) Psadp] e VtTWET [Vup+2DPup(c) Psad P

Figure 7.2-2Subcooled choking process.

As the upstream pressure is decreased for the situation above, the throat pressure reggaind at P
the subcooled fluid velocity at the throat decreases. gssPfurther decreased, a point is eventually
reached where the throat velocity is equal to the homogeneous equilibrium sound,geetithe Mach

number becomes unity on the two-phase side of the throat while the Mach number in the subcooled side is
much less than unity. Schematically, this is showigure 7.2-2.

With further decreases in,f the location where the pressure reachgsioves upstream relative to

the throat position. Upstream of the saturation point, the subcooled fluid velocity is less than the two-phase
sound speed. Between the saturation point and the throat, the two-phase velocity is less than the two-phase
sound speed; and, at the throat, the fluid velocity is equal to the two-phase sound speed, as shown in
Figure 7.2-Z. Ultimately, as [, is decreased further, the saturation point moves farther and farther

upstream until the flow is all two-phase.

The homogeneous process described above, although idealized, is an accurate representation when
vapor is first formed. Non-equilibrium effects, however, can result in vapor formation at a pressure
considerably less than the local saturation pressure. In other words, the existence of superheated liquid
results in the onset of vaporization a(€Ps,), rather than at local saturation pressure. A model described

by Alamgir and Lienhart®® and Jones?%7-2"7 can be used to calculate the throat pressure at which
vaporization first occurs. This model is
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3/2+13.76

AP = PP, = 0.2580JkT_$ Vg—gvf[“ 2.07&10*%9%52—?&%)' v
Blc (7.2-2)
—6.9984<10‘2E,'%‘E2pfv§
where
o = surface tension
Tr = temperature ratio, TLT
T = fluid temperature
T = critical temperature
kg = Boltzmann constant
Vg = vapor specific volume
\'Z = liquid specific volume
Pt = liquid density
A = cell area
Ay = throat area
Ve = throat velocity.

In this equation, T, y Vi, ps, and A are upstream volume quantities. In the RELAP5
implementation, B;- P, is taken to be the maximum of zero and the value from Equation (7.2-2), i.e.,

Psat- P = max (0.0AP) . (7.2-3)
For the situation shown iRigure 7.2-2a, the idealized choking criteria is

(Pu=P)]

v (7.2-4)

C

= [vﬁp+ 2

where Ris calculated from Equation (7.2-3). For the situationBigure 7.2-2 andFigure 7.2-Z, the
choking criterion is
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Vo= ae (7.2-5)

and the two-phase choking criteria to be described in the next section applies. In the implementation of the
model, both Equations (7.2-4) and (7.2-5) are evaluated; interpolation of the two is used to determine the
choking velocity at the throat. This velocity is then imposed numerically at the throat. The implementation
is described in Section 7.2.2.

7.2.1.2 Two-Phase One-Component Choking Model. The two-phase choking model

employed in RELAP5 is based on the model described by Trapp and Ransb6f? for

nonhomogeneous, nonequilibrium flow. Trapp and Ransom developed an analytic choking criteria using a
characteristic analysis of a two-fluid model that included relative phasic acceleration terms and derivative-
dependent mass transfer. During the original development and implementation of this model, both frozen
flow and thermal equilibrium assumptions were employed to test the analytic criteria. Comparisons to

existing dat&?indicated that the thermal equilibrium assumption was the more appropriate and is thus
assumed in the following development.

The two-fluid model employed in the development of the RELAP5 two-phase choking criteria
includes an overall mass conservation equation, two-phasic momentum equations, and the mixture energy
equation written in terms of entropy. The equation set is written without nondifferential terms, such as wall
drag and heat transfer, since these terms do not enter into the characteristic analysis. The differential
equations are

0 d

a_t (agpg + (xfpf) + a_X (agpgvg + Gfpfvf) = 0 (72_6)
Dav ov gD oP 0V, ov, 0v, oviO _

O3PoTgt * Vogx U+ Gogx * COTiPIGT *Vigy 3t ~Vegx 0~ © (7.2-7)

[0V oviJ. 0P [0V, v, odvy, 0vg _

a; prE— Vigx 0O+ a5 + Ca angat +V95§_-5t— faxg =0 (7.2-8)

and

0

(—‘,—t(agpg o+ 0PrSy) * 3 (O(gpgs Vgt 0ipiSvy) = 0 (7.2-9)

where
Og = vapor fraction

(of liquid fraction
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Pg = vapor density

Pt = liquid density

Vg = vapor velocity

Vi = liquid velocity

C = virtual mass coefficient
p = density of mixture

Sy = vapor specific entropy

S = liquid specific entropy.

This equation set includes interface force terms due to relative acceleration, since these terms have a

significant effect on wave propagatinﬁ?2 Energy dissipation terms associated with interface mass
transfer and relative phase acceleration have been neglected in the mixture entropy equation. Given the
assumption of thermal equilibriurpg, pr, S, and $ are functions of pressure (i.e., saturation values).

Using the chain rule and property derivativesdgrps, §;, and $,

. dp; . dp;
P = 5o Py = 5o (7.2-10)
. dS . ds
= — = —g -
S = 5 S = o2 - (7.2-11)

Equations (7.2-6) through (7.2-9) can be written in termsOP, vy, and y as four quasi-linear,
first-order partial differential equations of the form

A(U)%w(o)%gm(o) - 0 (7.2-12)

where A and B are fourth-order square coefficient matrices.

The characteristic velocities of the system of equations defined by Equation (7.2-12) are ftfe roots
8,7.2-9();, i < 4) of the characteristic polynomial

(A\-B)=0 . (7.2-13)

7-15 NUREG/CR-5535-vV4



RELAP5/MOD3.2

The real part of any rody; gives the velocity of signal propagation along the corresponding path in

the space/time plane. If the system of equations defined by Equation (7.2-12) is considered for a particular
region defined by & x < L, the number of boundary conditions required at L equals the number of
characteristic lines entering the solution region. At x = L, as long as any gyfaneless than zero, some

information is needed at the boundary to get a solution. k;adre greater than or equal to zero, no

boundary conditions are needed at L and the solution<on<QL is not affected by conditions outside the
boundary at L. This situation defines the choking criteria, i.e.,

)\j =0Qforj<4
Ai>0forallizj . (7.2-14)

Equation (7.2-13) corresponding to the system defined by Equation (7.2-12) and the A and B
coefficient matrices is

PC(A=vy) (A =V,) +apy (A =vy) > +ayp (A -v)*
+ {[pg(A=Vg) =Py (A =Vp)] [0yp,S; (A =V,) +a;pS (A -v()]/
(S5=S1) — (CPgP; + AgPPg) (A=Vy) (A=V,) }
[(A=v;) (A=v,) + (Cpa,/py) (A—v;)*+ (Cpay/p) (A\=vy)*] =0 .

(7.2-15)

Equation (7.2-15) is fourth order i, and approximate factorization is possible. Details of the

approximate factorization methodology are presentddeiference 7.2-10The results for the first two
roots are

1/ 2
{ap,+pC/2% [(pC/2)*~a ap,pd v,

1/ 2.
+ {a p;+pC/2+ [ (pC/2) *~a app] ) vy

Mz = (@p, T pC/2) + (ayp T pC/ D) ' (7.2-16)

These two roots are obtained by neglecting the fourth-order factors relative to the second-order
factors in & - vg) and Q - v). (There are no first- or third-order factors.) Inspection of Equation (7.2-16)

shows that th@ , have values between @and y; thus, the fourth-order factora ¢ vg) and & - v) are
small (i.e., neglecting these terms is justified). The valueafgrmay be real or complex depending on

the sign of the quantity;[>(:/2)2 - OO ¢PgPF]-

The remaining two roots are obtained by dividing out the quadratic factor contejningeglecting
the remainder, and subsequent factorization of the remaining quadratic terms. [This procedure can be
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shown to be analogous to neglecting the second- and higher-order terms in the relative velecity] (v
The remaining roots are

A34=V+D(g-Vv)+a (7.2-17)
where

V= (agpgvg +agpsvi)/p

a = i {[Cp? + p(agps + aspg)l/(CP? + pgpp)} /2 (7.2-18)

and

2 * 2 *
_ 1.[( (0gp; —0Py) +pgpf(afpf_agpg) 52 p(agpgSg+0(fpfo)} (7.2-19)

PC+a;py + 0 py) p(pgpf+Cp2) HE PyPs (Sy—S1)

The quantity gg is the homogeneous equilibrium speed of sound (see Appendix 7A for
development) and is defined as

_\,dF dP’0 dP° dP°d dP° . 0O, Y2
e = VIR (X 2 v e T -2 s -0 | v EE-el)  r220
where
h —
dps 4 (Clausius-Clapeyron equation) (7.2-21)

C T5(V, V)

Y = specific volume

Ps = saturation pressure

X = mass quality of steam

Cpg = saturated vapor specific heat

Cot = saturated liquid specific heat

Kg = isothermal compressibility for vapor
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K¢ = isothermal compressibility for liquid
By = isopiestic coefficient of thermal expansion for vapor
B¢ = isopiestic coefficient of thermal expansion for liquid.

Since the two rootd\; , are between the phase velocitigsand y;, the choking criterion is
established from the rooks 4 and Equation (7.2-14). The choking criterion is

V+D(Vy-Vv)=ta. (7.2-22)
g~ Vvf

The choking criterion can be rewritten in terms of the mass mean and relative Mach numbers

My =Via, M = (vg - y)la (7.2-23)
as
M, + DM, =+1 . (7.2-24)

This relation is very similar to the choking criterion for single-phase flow wherein only the mass
average Mach number appears and choking also corresponds to a Mach number of unity.

Equation (7.2-24) forms the basis for the two-phase analytic choking criterion. In the actual
implementation, the criterion is considerably simplified and an approximation to Equation (7.2-24) is used.
From Equation (7.2-24), it is clear that the choking criterion is a function of the D and a parameters. Trapp
and Ransom?10 have investigated the impact of the virtual mass coefficient on the sound speed
calculated using only Equation (7.2-18). Results of this calculation are shokigure 7.2-3 (from
Volume 1) where values of C selected were O (stratified flow), 0.5 (dispersed flowsy, @rmnogeneous
flow). As shown in the figure, the value of C has a significant effect on the sound speed. The effects of slip
[through the D coefficient, Equation (7.2-19)] were also calculated. Equation (7.2-19) is pldttgdren
7.2-4as a function ofly, with the virtual mass coefficient as a third parameter. The resiigure 7.2-4
show that velocity nonequilibrium can have a substantial effect.

As stated irReference 7.2-10the virtual mass coefficient is known for only a fairly narrow range.
To preclude problems associated with the selection of C and the evaluation of the choking criteria,
simplifications to the criterion are effected. This approximate criterion is

a Vv, +d V
AoPrVg T HiPe¥r o (7.2-25)
agpf+afpg

Equation (7.2-25) can be obtained from Equation (7.2-22) as follows. In Equation (7.2-18), the
virtual mass coefficient C is taken to be infinity (the homogeneous equilibrium value). This results in an
indeterminate form; and if L’'Hopital’s rule is used (twice), it can be shown that
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5000 T [l T T T
— C =0, stratified
— C =0.5, dispersed flow
400.0+ C = Infinity, HEM
@ P=7.5MPa
E
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o
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©
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0p)
100.0 R
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Figure 7.2-3Equilibrium sound speed [from Equation (7.2-18)] as a function of virtual mass coefficient
and void fraction.

0.6 T T T T
P =7.5MPa

Mach number coefficient

0985 0.2 0.4 0.6 0.8 1.0
Vapor fraction

Figure 7.2-4Relative Mach number coefficient [Equation (7.2-19)] as a function of virtual mass
coefficient and void fraction.
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2 —
a|Cﬂoo -

. 2
lim aﬁ{cp +p(agpf+afpg)} =2 (7.2-26)
(00]

C- Cp”+ pyp;

In Equation (7.2-19), if the third term is neglected and the virtual mass coefficient is taken as zero
(stratified flow), the D coefficient becomes

D = l-Dagpf_afpg_}_afpf_agng .

= 7.2-27
2|_hfpg + agpf p ( )

Substitution of Equations (7.2-26), (7.2-27), and (7.2-18) into Equation (7.2-22) yields the
expression given in Equation (7.2-25). Although there appears to be little justification for the assumptions
regarding C in this derivation, the approximate criterion has been widely used and produces satisfactory
results when compared to datal’-2-117-2-12 oqditional comparisons to data will be discussed in Section
7.2.7. Note that in the limit s, approaches unity, the choking criteria becomes

Vg = &E (7.2-28)

and the choking criterion applies for the vapor phase alone. Furthermore, the expression given in Equation

(7.2-25) retains some effects of velocity nonequilibrium. Bryce has Adtesever, that for a large
section of the span of possible values of void fraction and virtual mass coefficients, the dependence of the
mass flows implied by the two equations on the slip ratio is of opposite sign.

7.2.2 Implementation of Choking Criterion in RELAP5

In order to understand the implementation of the choking criterion described in the previous section,
it is informative to briefly discuss the overall logic flow for the hydrodynamic advancement in the
RELAPS5 code. This discussion will help describe the origin of various parameters (frictional parameters,
state properties, etc.) that are used in the application of the choked flow criterion. Then the details of the
numerical implementation of the choking criterion into the hydrodynamic scheme are described. Included,
where appropriate, is a discussion of the calculation of state properties, including the homogeneous sound
speed ge formulations utilized.

7.2.2.1 Hydrodynamic Advancement.  The hydrodynamic advancement in RELAP5S is
controlled by subroutine HYDRO. HYDRO is the driver that calls other subroutines to effect the
calculations necessary to compute wall drag, interface heat transfer and drag, flow regimes, and
intermediate time velocities at cell edges; to apply the choking criterion discussed in Section 7.2.1; to solve
for new time pressure, phasic energies, vapor void fraction, new time state properties, andTabferth.
7.2-1depicts this progression, the subroutines called by HYDRO, and a brief verbal description of what
each subroutine does. Volume | describes in detail the overall hydrodynamic numerical implementation.

a. Personal communication, W. M. Bryce to G. W. Johnsen, March 7, 1988.
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The purpose here is only to indicate how JCHOKE, the subroutine that does the choking computations, fits
into the scheme.

Table 7.2-1Hydrodynamic advancement.

Subroutine Name Purpose/Description
HYDRO? Time advancement for hydrodynamics.
VOLVEL Calculates junction phasic velocities normalized to volume
flow area for use in wall friction routine.
VALVE Computes valve characteristics.
PHANTV, PHANTJ Computes interface drag, interface heat transfer, and some
parameters for VEXPLT.
FWDRAG Calculation of wall drag.
HLOSS Calculates head loss, throat, void fraction, and downstream

void fraction for abrupt area change model.

VEXPLT Computes explicit liquid and vapor velocities for junctions.

JCHOKE Determines if a junction is choked. If choked applies choking
criterion.

JPROP (1) Recomputes junction properties if the junction velocity has

changed sign.

VFINL Calls PRESEQ to set up matrix elements and source vector for
pressure equation by eliminating liquid and vapor specific
internal energy, vapor void fraction, and noncondensable

guality. Calls SYSSOL (sparse matrix solver) to solve for

new-time pressure difference. Computes new-time junctio
velocities.

=

EQFINL Computes new-time pressures and does back substitution to

get new-time liquid and vapor specific internal energies, vapor
void fraction, noncondensable quality, and boron density. Also
computes vapor generation rate and mixture density.

STATE Controls evaluation of equation of state and calls STATER to
determine thermodynamic properties and property derivatjves
for all components.

JPROP (0) Computes junction phasic specific internal energies, liquid jand
vapor void fraction, and phasic densities.

VLVELA Calculates average volume velocities.

a. HYDRO calls the subroutine below it in the order listed.
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As shown inTable 7.2-1 the subroutine JCHOKE contains the coding for the implementation of the
choking criterion. This implementation numerically imposes the choking criterion on the junctions
determined to be in a choked state. JCHOKE is self-contained and does not call any other routines except
fluid property routines needed to establish thermodynamic conditions. Numerous parameters are passed
into JCHOKE through common statements and data blocks for components and junctions.

7.2.2.2 Implementation of Choking Criterion. ~ While the details of the coding for JCHOKE
will be discussed in Section 7.2.4, it is instructive to illustrate the ultimate use of the choking criterion in
the scheme ofable 7.2-1 Upon entry to JCHOKE, the criterion given in Equation (7.2-25) is checked
using explicit velocities calculated in VEXPLT. If choking is predicted, Equation (7.2-25) is then written in
terms of new-time phasic velocities and solved in conjunction with a difference momentum equation
derived from the liquid and vapor momentum equations. The difference momentum equation is derived by
subtracting the liquid momentum equation (see Volume ) from the vapor momentum equation (see
Volume 1), utilizing the definitions of the interface velocity and drag (see Volume I) and keeping only the
time derivative portion of the relative acceleration terms. This subtraction results in elimination of pressure
from the differential equation to yield

20 O 20
dv 10
ELQ 10Vg_ D"_ 10Vig_ o, _ _
Ix [ 5% [ (Pg—Ps) By—FWGpyv,

Podiat 2 Dot (7.2-29)
+ FWFp,v; + rg( ! aava 0gVe) —Flpgps (Vy—Vy) — Cpa(va—t_vf)
gUt
where
By = body force
FWG = wall drag on vapor
FWF = wall drag on liquid
Cy = vapor generation rate per unit volume
FI = interface drag term
p = mixture density.

Equation (7.2-29) is then integrated from the upstream volume center to the junction to yield the
following finite-difference equation:
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JCAT" B, ICAT"'
(ATHROT. C;)?0  JCAT At

I:I

n DXy , U
{ (pgx +VIRMAS) —* + pg’KEFRICG\H

+

n+1 n AXK
+FI — ]At}v +{—(pf'K+VIRMAS)T

J

O 10 0
JCAT" 1+ JCAT" le,D
(ATHROT- C,)°0  JCAT' 2

. O
-| Pl FRICFI+

+FI' = ]At}v?J+1

J (7.2-30)

= (py K+VIRMAS) —tvy

~ (b +VIRMAS) 5V [ (0~ 07) g 5%

U U
+ pg K D_l JCATn (Vg J) + (Vg K 2 U
2| (ATHROT= C,)° 0

JCAT" ho2 n .2
pr{ |:(ATHROT CD) 5 (Vi) +(Vf,K)j| }

The finite difference form of Equation (7.2-25) written in terms of new-time phasic velocities and
new-time sound speed is

. . +1 . . +1 . . . .
(GgiPry) Vg, + (675 D Vi)~ = (87;Pg; + G Pr))
1 -ATHROT- Co

"ATHROT - CDD+ Bg jcaTtt O g (7.2-31)
X al'D +1 [ oP ( K K) .
JCAT"

In these equations, the subscript K refers to the volume upstream of the junction determined to be
choked, subscript j denotes the junction under consideration, the dot overscore implies a donored property,
n+1 denotes new time, and n denotes current valueAX lienotes the upwind volume length akrdis
the volume-elevation change. The velocity terms with subscript K are volume averaged velocities
discussed in Volume I. VIRMAS is the virtual mass coefficient times the mixture average density at the
junction, and FRICFJ is a wall friction parameter defined for the liquid as

(7.2-32)

and is similarly defined for the vapor. In this equattp?ris a two-phase friction multiplier, the subscript w
indicates the phasic volume fraction at the wall, f is a Darcy friction factor, and D is the volume hydraulic
diameter. The variablefds a user-specified discharge coefficient, and the parameters JCAT and ATHROT

are density and area ratios that stem from continuity considerations at the choke plane and the manner in
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which the choke plane area is defined in RELAPS. With referenEgtoe 7.2-5for the single-phase
case, continuity requires

Volume K Volume L

°xk . L® p— Ko b= L

—f
j
\ throat

A; = min(A,, A

Junction, j J B A
Athroat
Continuity:

pthroatvthroatAthroat = injAj

_ P A Pk A JCAT
throat — Vi = Vi = ATHROTVJ
pthroalAthroat pthroatAthroat

Y

Momentum simplified:

_ 1 2 1 2
Pthroat - PK - épthroatvthroat-'- épKVK

1 [Pw 2 2
IDK - épK tp:aR/throat_vKi|

— _1- _pthroatD JCAT [F 2_ 2
= P3P T, CATHROTL Y VK}

1 1 JCAT 2 2]

= P3P« | (ATHROT) Vi

Figure 7.2-5Control volume and junction relationship for subroutine JCHOKE.

pthroatvthroatAthroat = ijjAj . (72'33)

Recalling thafp; is equal fox and solving for y 4 Yields
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A.
v _ _Px iy (7.2-34)

throat — i
pthroatAthroat

Bryce? points out that the continuity argument used to obtain Equation (7.2-34) ignores slip and any
modifications of the standard junction properties donoring when the upstream volume is horizontal and
stratified.

The density ratio is defined as JCAT, and the area ratio is ATHROT. Specifically, for the two-phase
Equations (7.2-30) and (7.2-31),

9.iPg | _ (7.2-35)

n
pthroat

.n -n .
O¢ips; + 0

JCAT" =

Note that the term in brackets on the right-hand side of Equation (7.2-31) represents the new-time
junction choking velocity approximated as a Taylor expansion in pressure. This approximation is made to
increase the degree of the implicitness and numerical stability and to cast the solution in a form consistent
for use in subroutine VFINL. With respect to Equation (7.2-30), note that it is written with momentum flux

terms in a form recommended by Br?@él:‘" to increase stability. Bryce suggested that the junction
momentum flux terms should be kept as implicit as possible. Ultimately, one would desire that the flux
term be written completely in new-time velocity. Since this is not possible in the present scheme, an
approximation is used. Consider the new time velocity squared written as

1 n+ + 1 + + 1 + 2
évjn . ; t= é(vjn l—vj”+vj”) (v 1—vj”+vj”) = é((vjn 1—vjn) +v))© . (7.2-36)
Expanding the right-hand side gives
1 n+ ny 2 n, n+ n n
RHS = 2[ (/=) *+ 24 (v v+ )] (7.2-37)

Neglecting the first term in Equation (7.2-37), then

1.n+1v
Vi Vi FV

n+1 n n+1
= V. (v

1 2 + 2 1 2
P 5 )T = v T ) TS () (7.2-38)

] —

This approximation is used for the junction momentum flux after integration of Equation (7.2-29) to
produce the finite difference form shown in Equation (7.2-30).

Equations (7.2-30) and (7.2-31) form a 2 x 2 set of equations that can be put into the form

a. Personal communication, W. M. Bryce to G. W. Johnsen, March 7, 1988.
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~Nn ~N
n+l _ ~n Vf,j n+1 n n+l _ ~n
Vii = Vit 5p (P« =Py and vy = Vgt

OVg i, n+1 on
=2 (P P . (7.2-39)

The JCHOKE subroutine in effect computes the quantities
Vi, Vg, 0V,/0P, anddvy /0P .

In Equation (7.2-31), the choking velocity, the homogeneous equilibrium sound speed at the
junction, and the derivative of these values are needed. While the upwind volume thermodynamic
properties are provided to JCHOKE, values for the junction are calculated in JCHOKE. These parameters
are dependent on the thermodynamic state present and will be discussed next.

7.2.2.3 Calculation of Junction Properties.  Since the calculation of pressure, void fraction,
energy, and density is made at volume centers and thermodynamic properties are needed at the cell edges
(unctions), an approximation is made for junction pressure and energy. Upon entry to JCHOKE,
Bernoulli's equation [Equation (7.2-1)] incorporating momentum flux and frictional effects is used to do a
half-cell extrapolation to provide an estimate of junction pressure. With referefiegure 7.2-5 the
Bernoulli balance from the center of volume K to the junction j is

hroat —

n .n -n1|: JCAT"

Az 2 2
- p"_ -n_-n_+-n.-n. 24K _ = n_ _ n
Pt PK (Gf,pr,J ag,Jpg,J)g 2 Gf,]pf,jz (ATHROT’ CD)z(Vf,J) (Vf,K) i|

no.nl JCAT" n .2 N2
A, Po iz (VD)= (VD) (7.2-40)
g 912|:(ATHROT. CD)Z a,] g, K

1 -n - N n -nNn -n n
+§Appump_af,jpf,jFR|CF‘J. V,J_ag,Jpg,JFRICG‘]. \évJ .

The junction energy is computed from an energy balance approximation.

O = s P = Pihroat® JCAT ~ gAzK
throat — J . . - . - .
pg,jp?,;/ [XS,jp?,j + (1-Xsj) Pg ] 2
.1 JCAT" n o\ 2 N2
Xsi3 S(Vg ) = (Vo ) (7.2-41)
(ATHROT . C,)

JCAT"
(ATHROT - Cp)

_(1_xs,j)%[ ) - (vf“,K)z} .

The junction static quality is defined using the junction donor properties and is given by

04, iPg, |
Qg iPg,j * 1Py

Xyj = (7.2-42)

NUREG/CR-5535-V4 7-26



RELAP5/MOD3.2

As discussed previously, to utilize Equation (7.2-31), the junction sound speed and the sound speed
derivative with pressure are needed. These quantities are calculated in JCHOKE. The method of
calculating these parameters depends on whether subcooled choking occurred, the flow is two-phase, or is
in a transition between the two regions. For example, in the subcooled region, the local homogeneous
equilibrium sound speed based on saturation properties at the local temperature is calculated using
standard relationships as

12

Pl V2 _ ., dP T
B = Ba'?_p 1= ViaT apr P (7.2-43)
s Cpf_Tf,KVfd_TEZBf_de_TD

where V, G, B (the isobaric thermal expansion), anfthe isothermal compressibility) are evaluated using
saturated liquid properties atd, the upwind volume fluid temperature. The term dP/dT is evaluated using
the Clapeyron equation

dpP (hg B hf)
— -2 7.2-44

dT 7~ Ti (V,—V)) ( )
where fy (the vapor specific enthalpy) and(the liquid specific enthalpy),/and  are saturation values

at temperature k. If the solution to Equation (7.2-4) produces a throat velocity (hereafter referred to as

SONIC) larger than the value given by Equation (7.2-43) and the throat pressure is predicted to be less
than the local saturation pressure [i.e., if Equation (7.2-2) yields a val\e ®fR ;- P, > 0], the sound

speed derivative is calculated by differentiating Equation (7.2-4), which gives

a(v) _ d (AP) 1
S = [pf',(vc— avc} . (7.2-45)

Note that if the throat pressure is predicted to be saturation pressure, the second term in Equation
(7.2-45) is zero and the derivative is given as the first term. Furthermore, if the homogeneous sound speed
for subcooled liquid is larger than the velocity calculated from Equation (7.2-4), the choking velgcity (v

is set to ag and @ is used for ¥ in Equation (7.2-45).

If throat conditions are determined to be two-phase or vapord(e., > 1:B)xth6 steam table

routines are accessed with the junction pressure and energy estimates from Equations (7.2-40) and (7.2-41)
to provide junction thermodynamic properties. If pure vapor is present, the homogeneous equilibrium
sound speed is calculated as

172
a,. =v|—aP/dr (7.2-46)

Vi -85
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where

dP G

— = ) (7.2-47)
dT T, VB

If the junction gas void fraction indicates that two-phase conditions are present at the junction,
Equations (7.2-20) and (7.2-21) are used to calculate the homogeneous sound speed and dP/dT. The
variables T and Ty in this case are the saturation temperature and V is the specific volume, as calculated
from the equilibrium quality and saturated vapor and saturated liquid specific volumes. If the junction fluid
conditions are determined to be saturated liquid, an additional call to the steam tables is made with
saturation temperature (based on junction pressure and specific internal energy) and equilibrium quality set
to zero. Equations (7.2-20) and (7.2-21) are then used to compute the homogeneous equilibrium sound
speed.

If pure vapor conditions exist at the throat, the sound speed derivative is computed by assuming that
the vapor behaves as a perfect gas, i.e.,

(7.2-48)

da] _ ko(PV)| _ k=1 1
6PL 2a 0P | 2 Prdue

where k is the specific heat ratioy(C,).

If two-phase conditions are present, the derivative is equilibrium quality weighted and has the form

(1_XE,K)+ Xew k=1
aps e kP 2

(7.2-49)

If the contribution from the liquid is neglected in Equation (7.2-48)) and the change in the sound
speed is due to the compressibility of the vapor, the derivative reduces to the same form as for single-phase
vapor

da k-1 1

0P|, 2 Da1—|E,|<|3|<D .

(7.2-50)

Once the junction sound speed and derivative have been computed, these values are multiplied by the
ATHROT/JCAT ratio per Equation (7.2-34).

Any user input discharge coefficient is also factored into the ATHROT parameter, so that the final
sound speed expression becomes

Cy* ATHROT
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The derivatives [Equation (7.2-45) or (7.2-48)] are likewise multiplied by ghe £ATHROT/JCAT
ratio.

7.2.3 Constants Employed in the RELAP5 Choked Flow Model

The only correlation used in the critical flow model other than the homogeneous sound speed
expressions developed in Appendix 7A is the so-called pressure undershoot correlation described in

Section 7.2.1.1. The correlation used in the choking model is that described by-36Aés an
extension to the original model proposed by Alamgir and Lienhari.

The pressure undershoot model is used to determine the inception of net vaporization in flashing
flows. According to Jones2 ' the flashing inception can be expressed by two additive effects, one due to

static decompression described by Alamgir and LierfifaPénd one due to turbulent fluctuations in the
flowing liquid. As given by Jones, the static depressurization is

APstatic = Apztat(l + 1325’08) e (72'52)

whereX' is a depressurization rate and

3/213.76

T
AP, = 0.258 £
ke T (1-V,/V,)

(7.2-53)

and the terms are described in Section 7.2.1.1. Note&that  in this equation has units of Matm/s. Jones

extended Equation (7.2-52) by including a turbulence term which, when written with the constant turbulent
fluctuation intensity of 0.069984 he recommended, is

AP, = 0.06998 Atgvi : (7.2-54)
For steady flow in a nozzle, the total expansion Eate  can be written as
3
.V dA,
3= pAt I (7.2-55)

where the area is evaluated at the throat and the area derivative is also evaluated at the throat. When
Equation (7.2-54) is subtracted from Equation (7.2-52), the result is Equation (7.2-2), which is the
Alamgir-Lienhard-Jones model. Although none of the original constants have been altered, conversion to
proper units has been effected so that, as coded, the model is
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AP;, = AP oc1+ AP, o V24 — K,V (7.2-56)

where
_ 8T 137 15 _ o _3. 13.76

AP, oc = DT—D (00 "V (Vy—V,) = (2.7295810%) (T, » 1.544878%10°7)

kBT (7.2-57)

X (0,) "V y/ (Vg=Vy)
1 dAT 08 1 dAD i
AP, = [p = } 13.25K, = [p } 2.077810 (7.2-58)
con f,KAtD&q Ki fKA D_q

A
K, = pf,KBKige.ggsmo‘z . (7.2-59)

K

K, is a factor for converting Pa/s to Matm/s raised to the 0.8 power
7.2.4 Model as Coded

The choking criterion described in the previous sections is a complex process. To aid in the
understanding of the model and the implementation, a flow chart for subroutine JCHOKE is provided in
Figure 7.2-6 A brief verbal description of the logic flow in the subroutine will help relate the
implementation to the previous discussion, and identify areas where weighting and averaging are used and
where special cases exist.

Upon entry to JCHOKE in the hydrodynamic advancement, a loop over all junctions begins. A
logical variable (TRANSR) is set to false for later use in testing whether or not the current conditions
indicate transition between choked flow regimes. A user-set flag is then tested to determine if the user
desires to apply the choking model at the junction in question. If the choking model is not to be applied,
the calculation proceeds to the next junction. Likewise, a flag is tested to see if the junction is connected to
an active accumulator and, if it is, the processing proceeds to the next junction. A flag is tested to
determine if the junction was choked on the last time step and if the vapor velocity is in the same direction
as the last time step. If so, a logical variable (CHOKE) is set to true. Next, the junction vapor and liquid
velocities are tested for countercurrent flow and to see if the junction is connected to a time-dependent
volume. If countercurrent flow exists or the junction “from volume” is a time-dependent volume,
processing for the junction is terminated, since choking is not permitted for those circumstances. If
cocurrent flow exists and the from volume is not a user-specified time-dependent volume, the logic
proceeds to determine the upstream and downstream volumes based on the direction of the liquid velocity.
Based on the flow direction, geometric properties such as cell half-length and junction-to-volume area
ratios are set for the upwind (donor) volume. The denominator of Equation (7.2-25) is then calculated.

Processing is terminated if the valuedqf ;p; ; + 0 ;g | is less thatP10therwise, Equation (7.2-25)
is computed for the junction and set to the variapleswg.,
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Subroutine JCHOKE

Start loop over all
junctions

|

Choking calculation
desired

to 1990 NO

to 1990 YES s junction connectéd

last dt and vapor velocity

' APOT | ———— CHOKE = TRUE
in same direction~

NO

to 1990

-

Get “from” and “to”
volume indices

|

Determine the upstream and
downstream volumes (donor volume)

YES Liquid velocity < 0?

KK=K,LL=L, compute half cell length
times the junction area/volume area

—p» | KK=L,LL=K, compute half cell length
times the junction area/volume area

!

Figure 7.2-6Subroutine JCHOKE flow logic.
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J

Set signik for reverse
connections

>

Reflood flag set?
V

Compute cross-weighted arfg, argf mq
average rho using junction properties
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YES

1990 |-y Average rho < E-107

Compute choking criteria VIC
(Cross weighted velocity),

|Save sign on VC and take |\*’C|

Compute discharge coefficient
from user input values

Donor

gas void fraction YES
> 10%

NO

Donor—~
gas void fraction
> 1.0E-05
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superheate
vapor
NO Co

Interpolate discharge coefficient
between subcooledgCand 2pCp
using interpolation factor XISCT

based on donor gas void fractig

ONOT ™~
gas void fraction

U

=}

subcaooled
liquid

Interpolate discharge coefficie|
between ® Cp and superheate
vapor G, using interpolation
factor XITPSH based on
donor gas void fraction

-
J
AT = ATHROT * CD

| AVOLKK = AJUN(I) /AVK

\

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Compute avrf, avrg, and average
rho using junction properties

|

Set up “TERM” multiplier based ¢on
rho using junction properties

Compute wall friction from cell upstream
center to junction edge

|

Compute convective terms
1990 Compute gravity terms

|

| Compute junction pressure, |3

L Choked on last time stepg™2

l YES

Unchoking test

YES

scrach< PLL or Pj >PK™

Set QUAL to the static

CHOKE = FALSE

RELAP5/MOD3.2

—— | quality at juntion based Ohgg

donor properties

|

Donor
gas void fraction
>0.10

YES

228

Subcooled
choking criterion

|

Get thermodynamic propertles
for subcooled liquid

YES )
Steam table failure

Calculate ZIP

l

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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YES

G

NO
First test for choking

l

215

Get Psat(TT) from steam table

Steam table failure?

Estimate sonic velocity at

throat sqrt (ZIP - 2. * Psat /rho

QUALE(KK) .> 0.0

YES

SONIIC = max(Equil.
sound speed, sqrt(ZIP
-2. * Psat /rhof))

VC < SONIC * AT / 2.7

Second test for choking

l

Get the_rmoc_!lynamic propert
using TT and QUAL

es

—
1990
228
YES
-~
Not
choked
215
L
YES
]

Steam table failure?

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)

NUREG/CR-5535-V4

7-34




1990
228

=i

l

Compute wall friction multiplied by junctio
upwind volume area ratio ¥C(FRWALL)

|

Estimate throat velocity squared using
Bernouilli equation with friction (ZIPCON)

|

AT = AJUN(1) * ATHROT(1) =
junction physical area

-~

l no

SONIC = SONICI

g JONES -ALAMGIR-LIENHARD (JAL) mode|

219

Setug coefficients
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|

Abrupt area change
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320
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smooth area change
|

=
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abrupt area change

324 l
Compute constants for JAL
model DPRCON, FICONS

|

Start iteration loop to solve
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!

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Compute starting estimating for SONIC2

SONIC2 = SQRT (ZIP + FRWALL**2) - FRWALI

SONIC2 = min(SONIC2, SQRT(ZIPCON +
DPFIOC*2/RHOF*g/2) - FRWALL)

DO 2181,24) g

SONIC = (SONIC1 + SONIC2)/2
Compute first term in AJL eqn. - SCRATCH
Compute DPéPsat - Pthroat) using AJL eq

IP = ZIPCON

Compute throat velocit)

YES squared based on thrg

1990 pressure calculated fro
ALJ equation ZIP

NO
228 < I

ZIP = SQRT(ZIP)
219

YES

>

—T(SONIC - (ZIP -FRWALL)) <0y2>

216

YES _{SONIC - (ZIP -FRWALL)) =012

—{SONIC - (ZIP -FRWALL)) >0)2=

NO

216
P>ISONICL = SONI(
217
P SONIC2 = SONI(

=3

L (218

SONIC = (SONIC1 + SONIC2)2

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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SONIC2=0
Calculates DPDT from Clausius-Clapeyron pgn

Calculates SONIC1 from homogeneous
sound speed

1990
228

| JCATSC = RHOKK/RHOJ|

ELPFI (first term in JAL eqn) >

NO SONIC2 =
DPFIOC*1.2*DPRCON*SONCI**1.4/

226 | SCRATCH - 2*FICONS*SONIC

>JCATN(1) = JCATO(L)
-
0.9 * JCAT(1) * JCATSG

AT = AT/J CATSg

[DSONDP = AT/(SONIC * RHOFKK - SONIC})

-+

NO

HOKE = TRUE OR VC > SO

Y 820

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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1990
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NO
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¢

820

C < 0.5*AT*sounde(kk)>>

PRES = PJUN

|DELTAP = PO(KK) - PJur{l

Compute donor specific internal
energy based on junction static quality

¢

VOIDJC=
MAX(VOIDGJ(1), 0.10)

ZIP=VOIDJC * RHOGJ / (VOIDJC * RHOGJ +
(1. - VOIDJC) * RHOF) - based on junction

'

Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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Figure 7.2-6Subroutine JCHOKE flow logic. (Continued)
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v, = (dg_pf\_’g)j * ((_.xff.)gvf)J . (7.2-60)
(agpf)j + (afpg)j

The discharge coefficient for the junction is computed from the user input values based on the donor
gas void fraction. Two transition regions are inserted between the three throat states, the first between the

subcooled liquid and two-phase region (1.0 séxodg,j < 0.10) and the second between the two-phase

and single-phase vapor region (0.9@ g, < 0.99). The junction physical area-to-volume flow area ratio
(ATHROT) is then multiplied by the discharge coefficient.

The junction average density (agp,); + (0py);] and frictional, convective, and gravitational

terms are then calculated for use in estimating the junction pressure via Equation (7.2-40). If the
momentum flux term is zeroed out in the “from” volume, a multiplier is set to effectively zero out the
convective terms in the half cell extrapolation. If the junction was choked on the last time step, the newly
calculated junction pressure is used in an unchoking test that checks to see if the junction pressure is
greater than the upwind pressure or less than the downwind pressure. If the test is true, the logical variable
CHOKE is set to false. If the junction was not choked on the last time step, the unchoking test is bypassed.

The junction vapor void fractiorfa, )  is then tested to determine whether the subcooled choking

or two-phase choking criterion is to be applied(df, ) is greater than 10%, the flow is considered two-
phase and the logic proceeds directly to the two-phase model.

7.2.4.1 Subcooled Criterion. On entry to the subcooled choking criterion subroutine, an
estimate of the throat velocity squared is made using the simplified momentum balance skauneon
7.2-5and assuming the throat pressure is saturation pressure based on the liquid temperature in the upwind
volume. A throat velocity (SONIC) is then set to be the square root of the maximum of zero (to prevent
errors associated with taking the square root of a negative number) or the value calculated. If the
equilibrium quality in the upstream volume is greater than zero (but less than 0.025%), the calculated value
SONIC is also checked relative to the homogeneous equilibrium sound speed calculated for the upstream
volume and the maximum of the two values is taken. The result is multiplied by ATHRCaRC
compared relative to.vthe value computed from Equation (7.2-60). If the value, @ less than 1/2 the
calculated throat velocity times the discharge coefficient area ratio product, the junction is considered to be
unchoked and processing is terminated. {fis/ larger, then a refined calculation is conducted using
Equation (7.2-56) to calculate the throat pressure.

Equation (7.2-56) must be solved iteratively. To provide throat velocity estimates for use in the
iteration, a throat velocity (SONIC1) is calculated by incorporating frictional effects into the Bernoulli
balance assuming the throat pressurgjs R second estimate of throat velocity, SONIC2, is computed by
taking the minimum of a value calculated assuming the throat pressure is zero and a value calculated
assuming the throat pressure is determined y-RAPg whereAPg, is from Equation (7.2-56). Wall
friction effects are incorporated in both estimates for SONIC2. Equation (7.2-56) is solved iteratively in
conjunction with the Bernoulli equation by starting with an arithmetic average of SONIC1 and SONIC2

and updating either end point of the interval until the assumed throat velocity satisfies the pressure
balance.
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If the junction gas void fraction is greater than 0.001%, the flow conditions are in the defined
transition region. The value of the throat velocity computed from the iterative solution is stored in a
variable SONICS, the logical variable TRANSR is set to true, and the calculation proceeds to the two-
phase criteria. If the junction gas void fraction is less than 0.001%, the value SONIC2 is reset to zero and
the homogeneous equilibrium sound speed at the junction is computed using Equations (7.2-43) and (7.2-
44)) and saturated liquid properties. If the throat velocity computed from the Bernoulli equation coupled
with the pressure undershoot model is larger than the homogeneous equilibrium sound speed, the density
ratio JCAT is updated as

(dgpg)j + (dfpf)j

Pk

JCAT""' = 0.9 JCAT +0.1

(7.2-61)

Equation (7.2-45) is used to compute the choking velocity derivative with pressure, and Equation
(7.2-51) is applied to compute the final sonic velocity at the throat.

If the homogeneous equilibrium sound speed is larger than the result of the iterative solution for the

throat velocity, the throat velocity is reset to the saturated liquid homogeneous value IeAT
computed as above, and Equations (7.2-45) and (7.2-51) are used for the sound speed derivative and final
sonic velocity, respectively. For this case, the second term in brackets in Equation (7.2-45) is set to zero.

At this point, the flow is determined to be subcooled. A final check is made to assert that the flow is
choked. If the variable CHOKE is true or the value pfsvgreater than or equal to the current value of

SONIC where

SONIC = max (y a4g) (7.2-62)

subcooled choked flow is verified and the solution proceeds directly to the calculation of velocities.

7.2.4.2 Two-Phase Criterion. On entry to JCHOKE, if the junction vapor void fraction is greater
than 10% (two-phase) or if the junction vapor void fraction is greater than 0.001% (transition region), the
two-phase choking criterion will be applied.

If the logic dictates that the two-phase criterion subroutine is entered without first passing through
the subcooled criterion, the valugis tested versus the homogeneous equilibrium sound speed based on

the upstream volume conditions. [ less than 1/2 of the homogeneous sound speed value, the junction

is considered to be unchoked and processing is terminated. If this test is not true or if the choked flow is in
the transition regime, the logic proceeds directly to calculate the junction specific internal energy using

Equation (7.2-41). Note that the junction pressure was calculated previously. Thé,—term in Equation
(7.2-41) is defined as

XoiUgj+ (1= Xq)) Uy (7.2-63)
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so that the correct upstream state will be used in the case of stratified flow in the junction. If the junction
vapor void fraction is in the transition region, the junction static quality, Equation (7.2-42), for use in the
two-phase sound speed calculation is computed using a junction vapor void fraction of 10%.

After the junction specific internal energy is calculated, a smoothing function RATIOS is defined. If
the flag CHOKE is set to true, RATIOS is given as

[1+max( % (V] /vi,-1),0] " (7.2-64)

otherwise, RATIOS is set to unity.

Once the junction energy is computed, the steam tables are entered with junction pressure and energy
to establish the fluid state. If pure vapor exists, Equations (7.2-46) and (7.2-47) are used to calculate the
homogeneous equilibrium sound speed and (dB/dd9pectively. The density ratio JCAT is then defined

as
JCAT™ = Py Vinroar (7.2-65)

where 04t IS the vapor specific volume. If two-phase conditions are present, Equations (7.2-20) and

(7.2-21) are used for the sound speed and (dP/d@3pectively. Likewise, if liquid conditions are
indicated, Equations (7.2-20) and (7.2-21) are used. However, an additional call to the steam tables with
temperature and quality as input is made to establish saturated liquid properties. In either case (liquid or
two-phase), the density ratio JCAT is calculated as

JCAT = (dg,jpg,j + df,jpf,j) * Vinroat® RATIOS (7.2-66)

where V0atiS the specific volume returned from the steam table call. The function RATIOS converts the

static quality at the junction, as computed by the calls to the steam tables using the throat pressure and
internal energy, into a flow quality at the throat by taking the slip ratio into account when computing the
throat density ratio JCAT.

Because the value of the throat density ratio (JCAT) and sound speed are computed from
extrapolated throat properties, and because the sound speed has a large discontinuity at the transition from
single-phase liquid to two-phase choking, a combination of interpolation and time-averaging (i.e.,
underrelaxation) is used to determine the final value of the choking criterion to be used during a time step
in order to eliminate code oscillations. If the junction vapor void fraction is in the transition region

between single-phase liquid and two-phase flow (1.07% 40(a, ;) < 0.10), the ratio of the junction

sound speed and the throat density ratio is interpolated between the values for single-phase liquid and two-
phase flow

O
E)
o

_ O &sc O O &ue 0O
AT = (1.0- RX) JCAT]-‘SCD-F RX JCAT]-'TPD (7.2-67)
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where the subscripts SC and TP indicate values obtained from the single-phase liquid and two-phase
models, respectively; ~ represents an intermediate value, and RX is an interpolation factor given by

RX=0 for(a, ) <21.0x 10
RX = cubic spline interpolation function for 1.0 X51§)c'xg’j <0.10
RX=1 for(a,;) >0.10 . (7.2-68)

If the junction void fraction is in the two-phase region, the throat density ratio is underrelaxed with a
factor depending on the junction vapor void fraction while the sound speed is not. The relaxation factor is
chosen such that no relaxation is performed at the intersection of the transition region and the two-phase
region, while heavy underrelaxation (i.e., 90% old-time weighting) is used for most of the two-phase and
single-phase vapor regions.

The intermediate value of the choking criterion in the two-phase region is given by

0 & O_ 0&ue [

HcaTt ™ HycaTd (7.2-69)
where

JCAT = JCAT" + RY (JCAFp - JCATY (7.2-70)
and

RY=0 fora,; <0.10

RY = cubic spline interpolation function for og@g,j <0.15

RY = 0.9 for,; >0.15 . (7.2-71)

Once the intermediate value of the choking criterion has been determined from the two critical flow
models and the transition region between them, the final value for the time step is found by
underrelaxation of the intermediate value with the value used during the previous time step. The relaxation
factor varies from heavy underrelaxation in the transition region to very little underrelaxation in the full
two-phase and single-phase vapor regions. The final choking criterion is given by

0a O0**'__. 08 0 .. o 080 ]
jeatl - Réeartt (1-RA M0 (7.2-72)
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where the underrelaxation factor is given by

RZ=0 fordg'j <0.10
RZ = cubic spline interpolation function for Oﬂ.ﬁg’j <0.15
RZ=0.9 fob(g’j >0.15 . (7.2-73)

The phasic velocity solution proceeds as outlined in Section 7.2.2.2. Using Equations (7.2-30) and
(7.2-31), the 2 x 2 system of equations shown as Equations (7.2-39) can be set up and solved in terms of
the old-time and new-time pressures.

If the choked flow calculation is in the transition regime (TRANSR = TRUE), the velocities

computed in JCHOKE\N/[?’]- am”zl';j in Equation (7.2-39)] are heavily old time weighted or underrelaxed.
Once the phasic velocities have been determined from the solution of the 2 x 2 system, they are
underrelaxed with their values from the previous time step using the inverse of the factor used to obtain the
final choking criterion. The equations are

Ve = Vi + (1=R2) (V- vy)) (7.2-74)

n _ .n ~n n
Vgij = Vgt (1-R2) (Vg,j_Vg,j) (7.2-75)

where ~ on the right hand side denotes intermediate values obtained from the solution of the 2 x 2 system
of momentum equations and ~ on the left hand side denotes underrelaxed values.

The procedure outlined above involves a complicated sequence of interpolations and underrelations.
The net effect of all of these computations is to always underrelax the throat density ratio, underrelax the
junction sound speed in the transition region between single-phase liquid and two-phase choking, and
underrelax the phasic velocities in the two-phase region. The particular forms of the relaxation factors
were chosen to ensure a smooth change from underrelaxation of the junction sound speed to
underrelaxation of the phasic velocities.

7.2.5 Weighting, Magnitude Limits, and Averaging Techniques Used in the RELAP5
Choking Model

Details of the weighting limits and averaging procedures used in JCHOKE were given in Section
7.2.4.

The constants in the relaxations were selected based on comparisons to data in which flow conditions
passed through the subcooled to two-phase transition. The heavily old time-weighted formulation of
Equations (7.2-69), (7.2-72), (7.2-74), and (7.2-75) is used to minimize velocity oscillations and time step
reductions caused by large changes in the critical velocity that result during the transition.
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The expression given in Equation (7.2-64) represents a static quality weighted slip factor. This
expression has no known physical basis and is included basically to help account for the inaccuracies in the
approximations used to establish junction properties [i.e., Equations (7.2-40) and (7.2-41)]. In particular,
this term represents an additional correction factor for the junction density required for high steam quality
conditions to approach homogeneous equilibrium conditions.

In many calculations performed in JCHOKE, great care is exercised to prevent divisions by zero or
to prevent attempts to take the square root of negative numbers; for example, divisions by numbers that
could possibly be zero (such as the prodipf). Likewise, square roots of the term VALUE are generally

done as SQRT (MAX(0.0, VALUE)).

The derivative of the sound speed in the transition region is interpolated between the single-phase
liquid value given by Equation (7.2-45) and the two-phase value given by Equation (7.2-50). In the two-
phase relation, steam is assumed to be a perfect gas with a specific heat ratio of 1.3.

7.2.6 Special Cases of Choking Application

The unique situations recognized by JCHOKE were addressed in Section 7.2.4 in the discussion of
the model as coded. These special cases are summarized here.

If the junction in question is connected to a user-specified time-dependent volume that is specified as
thefrom volume (volume K irFigure 7.2-5, the choking calculation is bypassed. Th&olume (volume
L in Figure 7.2-5 may be (and generally is) specified as a time-dependent volume. Also,fibithe
volume is an active accumulator volume, the choking calculation is bypassed until the accumulator has
emptied and becomes a normal volume.

As discussed in Section 7.2.4, it is possible through input to turn off the momentum flufromhe
volume. In this case, momentum flux based on volume average velocity is zeroed out in the calculation of
the junction pressure. If the flow reverses during the course of a calculation and the upwind volume has the
momentum flux turned off through input, the choking model recognizes this and zeroes the momentum
flux based on volume averaged velocity accordingly.

The mixture specific internal energty,- , used in the energy extrapolation is defined using the donor

fluid properties to account for vapor pullthrough and/or liquid entrainment through a small junction in a
pipe wall when stratified flow exists in the main pipe. In the absence of pullthrough or entrainment,
Equation (7.2-63) gives the upstream mixture specific internal energy.

If the abrupt area change model is in effect, the area change with spatial distance for use in the Jones
pressure undershoot model [Equation (7.2-58)] is calculated differently than it is for a smooth area change.
For a smooth area change,

1dA _ AK_AJ'

—_— = (7.2-76)
Ajdx  (Axc/2) A,

where /A is the flow area in volume K or 5QAvhichever is lesdx is the length of volume K, and; /s
the physical area of the junction. If the abrupt area change model is in use, then
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1dA _ A=A,

Ajdx  pA,

(7.2-77)

whereA’, is the minimum of 5QAnd A«Q;/Qx and Qis the junction volumetric flow, Qis the mixture

volumetric flow rate, and)'K is the length set to ten times the diameter of volume K. In the limit of

increasing volume to junction area, Equation (7.2-76) goes fx@8hereas Equation (7.2-77) goes to
4.9/D¢ where Ly is the volume diameter.

In case choked flow has occurred at the previous time step, an unchoking test is used to determine
whether choked flow persists at the current time step. The following notation is WsedhE upstream

pressure, Pis the throat pressure, ang B the downstream pressure. For choking, one hasm.
However, it may be that;> R or B < R, depending on the nozzle geometry and the hydrodynamic
conditions downstream of the throat. A quantify},;, is calculated from the Bernoulli equation which

includes the effects of the variation of flow area, wall friction, and form loss. In RELAPS5, it is required
that R < P and either P> B_or R - B > APy, in order to maintain choked flow; otherwise, the flow is

considered to be unchoked.

A final special case is worthy of note. If the junction velocity solution computed in JCHOKE
indicates that countercurrent flow exists, the liquid and vapor velocities are both set to the sound speed.

7.2.7 Assessment of Choked Flow Model

The RELAPS critical flow model has been assessed using data from a standard model used to predict
subcooled critical flow and using data from a number of different thermal-hydraulic facilities. A portion of
this assessment is discussed below.

7.2.7.1 Comparison to Henry-Fauske Model. =~ The small model shown iRigure 7.2-7was
used to drive the RELAPS critical flow model to provide data for the purpose of comparison to critical flow

models in the literature. Data for the Henry-Fauske subcooled critical flow hfofelvere used for
comparison to the RELAPS5 results.

A 4

TMDVOL TMDVOL
o1 3102 —( F ()—>| 104 > 105

Figure 7.2-7RELAPS5 nodalization used for subcooled critical flow investigation.
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The model consists of a driver time-dependent volume (101) with specified thermodynamic
conditions, a pipe component (103) containing four volumes, a time-dependent volume (105) representing
atmospheric conditions, and two junctions (components 102 and 104) connecting the driver volume to the
pipe and the pipe to the atmosphere, respectively. The choking model with discharge coefficients set to
unity was applied at junction 104 and turned off at all other junctions in the model. Wall friction was
turned off in all volumes and smooth area changes were used throughout. To compute subcooled choked
flow values, the temperature in volume 101 was set to 557.7 K and the pressure was varied from
approximately 7 to 18 MPa. For each pressure, the model was run to a steady state to compute the
subcooled choked flow rate at junction 104. To compute saturated critical flow rates, the pressure in
volume 101 was set to 8.1 MPa and the equilibrium quality was varied from 0 to 1. For each quality, the
model was run to steady state. Computations for the subcooled and saturated cases were run with the
equilibrium option and with the nonequilibrium option. In all cases, the mass flux at junction 104 is plotted
against the conditions in the volume at the end of pipe 103.

Figure 7.2-8 compares the subcooled critical mass flux calculated with RELAP5 compared to the
Henry-Fauske model. The homogeneous and nonhomogeneous options had no impact on the results, since
the flow is single-phase. With the exception of pressures near saturation, the RELAP5 results are
consistently higher than the Henry-Fauske model. This result is consistent with other appﬁi%‘éﬁons
where a discharge coefficient of 0.9 has been applied to bring the RELAPS5 results into better agreement
with other subcooled choked flow models.

7.2.7.2 Assessment of RELAP5 Ciritical Flow Model Using Facility Data. Numerous
literature citations are available documenting comparisons of RELAPS5 critical flow calculations to

experimental data. Ransom and Trapp used data from the Marviken Power Station Tet4%
Developmental assessméft'! was done using Marviken Tests ‘24" and 227-?1? weavef 218

repeated the assessments of Rosdahl and Cé?éﬂ“?eusing RELAP5/MOD3. Rosdahl and Caraher
conducted an extensive assessment of the RELAP5/MOD2 choking model using Marviken Tests JIT-11
and CFT-21 data with various nodalizations. Most of the improvements to the RELAP5 choking model
which were implemented in RELAP5/MOD3 were motivated by the results of the Rosdahl and Caraher
assessment study. Many other comparisons to integral test data from the LOFT and Semiscale test facilities
can be found inRReference 7.2-11and Volume Il of this code manual. The discussion below will
concentrate on a summary of the comparisons of the RELAP5 model results to Marviken results.

7.2.7.2.1 Marviken Facility Description-- The Marviken facility in Sweden was used to conduct
large-scale critical flow and jet impingement tests in 1978-1982. The pressure vessel from a full-scale
BWR that was never commissioned was used to provide data for the critical discharge of subcooled liquid,
low-quality two-phase mixtures, and stedfigure 7.2-9(from Reference 7.2-1pshows the pressure
vessel and associated instrumentation. The vessel ID and height are 5.22 m and 24.55 m, respectively. The

total volume is approximately 420°%nFor experiments producing saturated steam discharge, a standpipe
(dotted line) was inserted in the vessel. In the subcooled liquid and two-phase mixture discharge
experiments, no standpipe was used, and fluid entered the discharge piping directly from the bottom of the
vessel. Nozzles of various length-to-diameter ratioskggpee 7.2-10 could be attached to the bottom of

the vessel. A rupture disk assembly containing two rupture disks was attached to the downstream end of
the nozzle. Tests were initiated by overpressurizing the volume between the two disks, which then failed
and were discharged from the nozzle region.
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Figure 7.2-8RELAPS5 subcooled critical flow compared with Henry-Fauske tabulated v&eésrénce
7.2-19), liquid temperature 557.7 K.

7.2.7.2.2 Calculation of Marviken Test 4-- Ransom and Trapgp ! simulated Marviken Test 4
using RELAPS. The purpose of Test 4 was to establish critical flow rates with subcooled and low-quality
fluid at the nozzle inlet. For this experiment, a nozzle with a 0.5-m diameter and a 3.6 length-to-diameter
(L/D) ratio was installed in the facilityfrigure 7.2-11shows the RELAP5 nodalization and initial
temperature profile in the vessel. The water level was initially at 16.8 m above the bottom of the vessel,
and the steam dome above the water level was saturated at 4.94 MPa. During the test, the subcooling at the
nozzle inlet decreased from 60 to 35 K in the first 0.5 s and then decreased gradually until saturated
conditions were established at 17 s. Two-phase flow persisted between 17 and 47 s.

Figure 7.2-12 compares the measured and predicted critical mass fluxes. Measured values were
determined from both pitot-static measurements in the discharge pipe and from measurement of the vessel
mass rate of change. The transition from subcooled flow to saturated flow at 17 s is Eigarei.2-12
The good agreement between the prediction and measurements lead to the conclusion that the thermal
equilibrium assumption employed in the RELAP5 critical flow model development was appropriate for the
conditions encountered in Test 4, since with the large L/D nozzle one would expect conditions
approaching equilibrium. It should be noted that the break area in the RELAP5 model was reduced by 5%
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Figure 7.2-9Marviken test vessel, showing differential pressure transducers A through J.
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Figure 7.2-10Arrangement of components in the discharge pipe for Critical Flow Test 21.
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Figure 7.2-11Marviken Il Test 4 vessel schematic, RELAP5 nodalization, and initial temperature profile.
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to account for suspected separation efféétd In effect, then, a discharge coefficient of 0.95 has been
applied.

70

T T T T
— Test data (differential pressure measuren%ent)
—— RELAPS calculation
60 Test data (based on velocity profile) _

Mass flux (mg/s-rf)

05 10 20 30 40 50

Time after rupture (s)

Figure 7.2-12Calculated and measured mass flux at nozzle inlet (Cell 526 in RELAP5 nodalization).

7.2.7.2.3 Calculation of Marviken Tests 22 and 24-- Marviken Tests 22 and 24 were
conducted in the same fashion as Test 4 described in the previous section. The major distinguishing
features of Tests 22 and 24 relative to Test 4 concern the nozzle L/D ratios. The nozzle L/D ratios for these
tests were 1.5 for Test 22 and 0.33 for Test 24. Data from these experiments are valuable for examining the
subcooled choking criteria and in particular nonequilibrium effects. The same model as skigunen
7.2-11was used for the calculations of both tebigure 7.2-13andFigure 7.2-14show pressure and
mass flow comparisons obtained for Test 24 (L/D = 0.33). Results for Test 22 are similar.

Additional details for both tests can be founRieference 7.2-12andReference 7.2-17For both
tests, the vessel pressure was overpredicted for the first second, slightly underpredicted for the majority of
the subcooled region, and then slightly overpredicted for the saturated flow region. The initial pressure
overprediction has been attributed to the nucleation delay model used in RELAP5. Undoubtedly, this has
an effect on the subsequent pressure and critical flow predictions. Given the differences in pressure, it is
difficult to make judgments on the subcooled break flow model (the pressure undershoot model
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Figure 7.2-13Measurement and RELAPS calculation of Marviken Test 24 pressure in the top of the
vessel.

implementation), although the comparison for the first 20 s is very good. It was noted for both calculations
that the transition to two-phase flow was too abrupt.

7.2.8 Model Application

Assessment of the RELAPS critical flow model was discussed in the previous section. These
assessments, as well as the assessment study of Rosdahl and Caraher using RELAP5/MOD?2, indicate that
short nozzles or discharge pipes (L/D < 2) should not be explicitly modeled and that a discharge
coefficient of 0.85 should be used for subcooled flows. The assessment also showed that there was little
benefit in explicitly modeling nozzles discharging saturated steam, and the conclusion was that there is
little incentive to modeling discharge pipes of L/ID < 4 when saturated steam is being discharged.

Furthermore, a discharge coefficient of 0.82 was necessary to bring saturated steam flows into agreement
with Marviken data.

In general, the use of discharge coefficients is required to account for multi-dimensional effects due

to the break geometry being modeled. It is the code user’s task, then, to determine the necessary discharge
coefficient values for the specific geometry.
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Figure 7.2-14Measurement and RELAPS calculation of Marviken Test 24 mass flow rate at the nozzle.

7.2.9 Scaling Considerations

The RELAPS break flow model was essentially developed from first principles. One-dimensional
approximations are utilized in both the subcooled flow model and the two-phase mixture flow model.
Empirical discharge coefficients are used to help account for multi-dimensional effects. One aspect of the
model that involves scale considerations is in the implementation of the pressure undershoot correlation, as
discussed in Section 7.2.1.1, and the approximation of the spatial derivatives for the static depressurization
term in the correlation described in Section 7.2.6.

As shown in Equations (7.2-76) and (7.2-77), the derivative terms depend on nodalization and have
different limits depending on the area change option selected. The fact that the model predicts large-scale
critical flow data (given appropriate discharge coefficients) as discussed in Section 7.2.7 and small-scale
data, given approximately the same discharge coefficients, lends support to the scaling ability of the
subcooled critical flow model.

The two-phase critical flow model is analytically developed from a characteristic analysis of a four-
equation, one-dimensional, two-fluid model assuming thermal equilibrium. The model development is
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scale-independent, although simplifications have been made to get a solution for roots in the characteristic
analysis. The validity of these assumptions is not expected to be a function of scale. As discussed in the
previous sections, the two-phase critical flow model predicts available large-scale critical flow data given
the appropriate discharge coefficient. It should be noted that the discharge coefficient varies with scale due
to the boundary layer effect. The velocities are not expected to depend on scale factors.

7.2.10 Summary and Conclusions

The RELAPS5 critical flow model represents a first-principle approach to the calculation of
subcooled, two-phase mixtures and vapor critical discharge. The model is based on a one-dimensional
flow assumption, and discharge coefficients are generally necessary to account for geometry-specific, two-
dimensional effects. For the subcooled flow regime, an empirical correlation is used to calculate pressure
undershoot (liquid superheat) at the choke point for the estimation of the choke plane pressure. Thermal
equilibrium assumptions were employed in the development of an analytic choking criterion for two-phase
flow.

The model has been assessed against a wide variety of data from experimental facilities and against
tabulated critical flow models, such as Henry-Fauske. Without application of discharge coefficients, the
RELAP5 model overpredicts Henry-Fauske tabulated data. Likewise, without the application of discharge
coefficients, the RELAP5 model overpredicts available large-scale critical discharge data from the
Marviken facility.

Although not discussed in this report, the RELAP5 critical flow model can accommodate a
noncondensable gas. Although noncondensable gas is not expected to be present for most PWR LBLOCA
analyses, if calculations are run with noncondensable present at the choke plane, critical flow results
should be carefully analyzed since this aspect of the model has not had extensive application. Furthermore,
if calculations are run that involve extensive deviation from the thermal equilibrium, the results should be
carefully analyzed with respect to the choking criterion, since the criterion was based on thermal
equilibrium assumptions.
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7.3 Countercurrent Flow Limitation Model
A completely deterministic physical model to specify the start of flow-limiting situations for all

geometrical conditions is impossible, given the state of the art of two-phase flow modeling. Without a
countercurrent flow limitation (CCFL) or flow limitation model, coolant distribution cannot be adequately
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predicted for certain situations (e.g., LOCA flooding at the core tie plate, small-break flooding at the steam
generator inlet plenum, flooding at tube support plates in once-through steam generators). This can result
in an improper distribution of liquid and vapor in the RCS and, therefore, an unacceptable uncertainty
regarding the maintenance of core coolability during a LOCA.

Loomis and Streft®>!and Finemah®-?reported that RELAP5/MOD2 incorrectly predicted the core
liquid inventory in Semiscale small-break LOCA test S-LH-1, and this subsequently resulted in the lack of
a core heat-up in the code calculation when compared to data. They attributed this to the inability of the
code to limit the delivery of liquid from the upper plenum through the upper core tie plate. The Semiscale
core contains an upper tie plate, and the downward liquid flow penetrating through this upper tie plate

needs to be correct in order to obtain the proper void profile. Kolesar, Stitt, and* @pmmted that
incorporation of a CCFL model into RELAP5/MOD?2 similar to the one used in TRAE3B 34 resulted

in the proper heatup in a similar Semiscale test (S-UT-8). KukR@bserved that flooding at the steam
generator inlet plenum in the ROSA-IV Program’s Large Scale Test Facility (LSTF) controlled drainage of
the steam generators and hot leg in small-break LOCA tests.

There are several structures internal to RCSs where gravity drainage of liquid can be impeded by
upward flowing vapor. These include the upper core tie plate, downcomer annulus, steam generator tube
support plates, and the entrance to the tube sheet in the steam generator inlet plenum. A completely
mechanistic approach to determine the onset of flow limiting for all structural configurations is
impractical. Both the Wallis and Kutateladze forms of the general flooding limit equation have been found
to provide acceptable results when constants applicable to specific geometries are used in conjunction with
them. Wallig-3% discusses the phenomenon of flooding, which can occur when liquid is falling in a
vertical structure and gas is moving upward. For a specified liquid downflow rate, there is a certain gas
upward flow rate at which very large waves appear on the interface, the flow becomes chaotic, gas
pressure drop increases, and liquid flows upwhiglre 7.3-1is a reproduction of Wallis’ Figure 11.11
and shows this phenomena. Wallis points out that the flooding point is not approached as the limit of a
continuous process (which occurs in drops or bubbles), but it is the result of a marked instability.

7.3.1 Code Modeling

A general countercurrent flow limitation (CCFL) motig1’ is used that allows the user to select the
Walllis form, the Kutateladze form, or a form in between the Wallis and Kutateladze forms. This general

form was proposed by Bankoff et’at:8and is used in the TRAC-PF1 cot&? It has the structure

Hy 2+mH % = ¢ (7.3-1)
where H; is the dimensionless gas flux; id the dimensionless liquid flux, c is the gas intercept (value of

172
H

¢ When H =0, i.e., complete flooding), and m is the “slope”, that is the gas intercept divided by the

liquid intercept (the value dﬂfl/2 whengh+ 0). A typical plot ofH;/2 versuiaifl/2 is shown kigure

a. D. C. Kolesar, B. D. Stitt, and H. Chdaxxon Nuclear Company Evaluation Model, EXEN PWR Small Break
Model, Proprietary Report XN-NF-82-49(P), Revision 1, June 1986.
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Figure 7.3-1Pressure-drop characteristics near the boundary between countercurrent and cocurrent flow
(from Wallis,”36p. 337).

7.3-2 Quotes are used around the word “slope” because in a strict mathematical sense, the slope is
negative for Equation (7.3-1) and m = -slope. The constant m will be called the slope in this section of the
manual and in the input cards and output edit, but one should think of this as -slope. The dimensionless
fluxes have the form

Hy = ] [ Py T/Z (7.3-2)
s~ lg gw (ps —Pg) '
. P }1/2
H. = M 7.3-3
f Jf[gw(pf—pg) (73-3)

where j is the gas superficial velocitygvy), js is the liquid superficial velocityogv), pg is the gas
density,ps is the liquid densityn is the gas volume fractiow is the liquid volume fraction, g is the
gravitational acceleration, and w is given by the expression

— 1-B B
w=D;"L" . (7.3-4)
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Figure 7.3-2Plot ofH;/2 versustl/2 for a typical CCFL correlation.

In Equation (7.3-4), Pis the junction hydraulic diameter and L is the Laplace capillary constant,
given by

- s [g (pfo— Py } h (7:3-3)

whereg is the surface tension. In Equation (7.3fgan be a number from 0 to 1. Abe 0, the Wallis
form of the CCFL equation is obtained; and foe 1, the Kutateladze form of the CCFL equation is

obtained. For 0 € < 1, a form in between the Wallis and Kutateladze forms is obtained; and Batikoff
suggests thgd be correlated to data for the particular geometry of interest. He has included a possible
function forp, although it is somewhat restrictive. The form of Equations (7.3-1) through (7.3-4) is general
enough to allow the Wallis or Kutateladze form to appear at either small or large diameters. Other

approaches (e.g., Tien, et.7aﬁ'.1(§ appear to be more restrictive by defaulting to the Wallis form at small
diameters and the Kutateladze form at large diameters.

7.3.2 Code Implementation

With regard to the solution method, if the CCFL model is requested by the user, the coding checks if
countercurrent flow exists and if the liquid downflow exceeds the limit imposed by Equation (7.3-1). If
this is true, the sum momentum equation and the flooding limit equation are applied. This approach was

suggested by Traghwho observed that the CCFL model is similar to the choking model in that both place
limits on the momentum equations. He observed that since the flooding phenomenon can be incorporated
by altering the interphase friction (as is done in TRAC-PF1), it can also be incorporated by replacing the
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code’s difference momentum equation with the flooding limit equation. The difference equation contains
the interphase friction, whereas the sum equation does not. (In the choking model, the sum momentum
equation is replaced with the choking limit equation.) This method is advantageous in that the phasic
velocities still must satisfy the sum momentum equation, which contains gravity and pressure terms. The
numerical form of Equation (7.3-1) needed by the code is obtained by lgjtndgigvy and ¢ = Helvy,

1/2

solving for mH~'4, and squaring the equation, which results in

2. n_n+ 172 n _ n+il

1 2 1/2 +1
mc v = ¢ =2c(g) " (vg,) oV | (7.3-6)
Linearization of (v ;") Y2 gives

n+1, 172 _ n 12 n\Y2, n+1 n
(Vg,j ) - (Vg,j) + (1/2) (Vg,j) (Vg,j _Vg,j) (73_7)
and substitution into Equation (7.3-6) gives

2 1 1/2 -1/2 1 2 1/2 1/2
mecivi +[e(c) ) (v )T T —eg Vet = () (vg) (7.3-8)

In keeping with the philosophy of considering the CCFL model as a limit model similar to the
choking model, the subroutine CCFL contains the CCFL model and is structurally similar to the choking
model subroutine JCHOKE. This subroutine is called following the call to JCHOKE in subroutine
HYDRO (if the semi-implicit scheme is requested) and following the call to JCHOKE in subroutine
VIMPLT (if the nearly implicit scheme is requested). If the semi-implicit scheme is requested, the three
coefficients for the sum momentum equation (SUMF, SUMG, and SUMOLD) are stored in the scratch
variables FWFEXAF, FWEXAG, and PFINRG in subroutine VEXPLT for use in subroutine CCFL. If the
nearly implicit scheme is requested, the three coefficients for the sum momentum equation are already
stored in the variables COEFV(ISF), COEFV(ISF+1), and SOURCV(IS) in the first part of subroutine
VIMPLT, so no change is required.

Regarding the subroutine CCFL, a flow chart describing the main features of this subroutine is
shown inFigure 7.3-3 and a glossary defining the FORTRAN names for important variables in this
subroutine is shown ifiable 7.3-1 After the preliminary calculations, the terms needed for the Wallis-
Kutateladze flooding correlation are determined. Following the same philosophy as the choking model, the
explicit liquid velocity from subroutine VEXPLT (or VIMPLT) is checked against the liquid velocity
allowed by the flooding correlation equation [based on the explicit gas velocity from subroutine VEXPLT
(or VIMPLT)]. If the VEXPLT (or VIMPLT) liquid velocity is larger, the correlation is used to determine

a. Personal communication, J. A. Trapp, January 1987.
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the actual final velocities using the sum momentum equation and the flooding limit equation. Depending
on which scheme (semi-implicit or nearly implicit) is requested, different terms are computed.

Table 7.3-1Glossary of important FORTRAN variables in subroutine CCFL.

Variable Description
SIGMA Junction surface tension, obtained by length-averaging the adjacent volumes
surface tension (used in CLPLAC)
CLPLAC Laplace capillary constant L {[g(ps - pg)T} *2
BETACC(I) Form of the CCFL equation input by the ugr (
DIAMJ(I) Junction hydraulic diameter (Pinput by the user
w Expression used in nondimensional fluxes that determines the length used
(: DJl'BLB)
RDENOM Inverse of the denominator in the nondimensional fluxes
(= Ugw(es - pgl ™)
CG Coefficient of the velocity in the nondimensional gas flux
(= Hy/Vg = agf pe/law(ps - I} )
CF Coefficient of the velocity in the nondimensional liquid flux
(= Hylvt = arf prllgw(pt - pg)t /%)
CONSTC(D) Constant c input by the user for the flooding correlation equation (gas
intercept)
CONSTM(I) Constant m input by the user for the flooding correlation equation (slope)
VLFIMX Maximum liquid velocity allowed by the correlation equation using the explicit
gas velocity from subroutine VEXPLT
DIFF Coefficient of new time liquid velocity in linearized flooding correlation
Equation (7.3-8) (= fity)
DIFG Coefficient of new time gas velocity in linearized flooding correlation Equation
(7.3-8) [= c(g/vg) 2 - ¢
DIFOLD Right-hand side in linearized flooding correlation Equation (7.3-8)
[= ¢ - c(gv ™
DET Inverse of determinant for the two-phasic velocity equations (later multiplied
by dt). Similar to that used in subroutines VEXPLT, VIMPLT, and JCHOKE
VELFJ(I) New explicit liquid velocity using flooding limit equation for the semi-implicit
scheme
VELGJ(I) New explicit gas velocity using flooding limit equation for the semi-implicit
scheme
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Table 7.3-1Glossary of important FORTRAN variables in subroutine CCFL. (Continued)

Variable Description
VFDPK(IX), New liquid velocity pressure derivatives using flooding limit equation for the
VFDPL(IX) semi-implicit scheme
VGDPK(IX), New gas velocity pressure derivatives using flooding limit equation for the
VGDPL(IX) semi-implicit scheme
COEFV(IDG-1) Coefficient of new time liquid velocity in linearized flooding correlation for|the

nearly-implicit scheme (=DIFF)

COEFV(IDG) Coefficient of new time gas velocity in linearized flooding correlation for the
nearly-implicit scheme (=DIFG)

SOURCV(IS+1) Right-hand side in linearized flooding correlation equation for nearly-implicit
scheme (=DIFOLD)

DIFDPK(IX), Limit flooding correlation equation pressure coefficients for nearly-implicit
DIFDPL(IX) scheme

7.3.3 Assessment of Model

An assessment of the implementation of the CCFL model into RELAP5/MOD3 was carried out
using both the semi-implicit and nearly implicit schemes. In subroutine CCFL, wg setgiH; = vf, m

=1, and ¢ = 3.9316. Thus, Equation (7.3-1) has the form

172

vy 2+v;® = 3.9316 . (7.3-9)

The RELAP5 input deck used to model Duklers air/water flooding’-f&5t for the code’s
developmental assessment was modified to simulate a gradual approach to the flooding limit, and the end
time used was 2.0 &igure 7.3-4 shows the nodalization for this experiment. The junction between
Components 105 and 104 was flagged to use Equation (7.3-9) if CCFL conditions were met. Runs were
made with this junction oriented up and down, and the results were the FSgore. 7.3-5 shows the
vapor and liquid velocities at this junction, with complete flooding (where the liquid velocity switches
from downflow to upflow) occurring at approximately 1.2&gure 7.3-6shows a plot for the square root
of the liquid velocity versus the square root of the vapor velocity. The plot shows that when the test
problem calculation reached the flooding curve given by Equation (7.3-9), it followed it as desired.

The results of modeling Dukler's actual air/water flooding’t&3t are presented in Volume IlI of
this code manual. The code results are quite close to the data when the CCFL model is used.

Wallis,”3-® Bankoff/3% and Tied310 discuss the effects of viscosity, surface tension, and
subcooling on the correlations. At the present time, these effects have not been directly incorporated into
the form of the CCFL correlation used in RELAPS. It is anticipated that these, particularly the subcooling
effects, will be addressed in future modifications to the code.

7-65 NUREG/CR-5535-vV4



RELAP5/MOD3.2

Subroutine
CCFL

Set flag for semi-implicit scheme (IMPLTS

or nearly-implicit scheme (IMPLT=1)

Initialize diagnostic printout
header flag (ISKIP=0)

)

Loop over all junctiong

A4

0)

Set 2nd JCEX bit to 0

ime depende

Yes

v

junction or
an,exg(vgn,expzo

Flow regime Yes

v

Yes

\4

Figure 7.3-3Flow chart for subroutine CCFL.
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Figure 7.3-3Flow chart for subroutine CCFL. (Continued)
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Figure 7.3-3Flow chart for subroutine CCFL. (Continued)
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Figure 7.3-3Flow chart for subroutine CCFL. (Continued)
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Figure 7.3-4Nodalization for modified and original (unmodified) Dukler’s air/water test problem.
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Figure 7.3-5Liquid and vapor velocities for modified Dukler’s air/water test problem.
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7.4 Horizontal Stratification Entrainment Model

7.4.1 Background

One of the assumptions used in RELAPS5 to convert the partial differential equations describing the
evolution of two-phase flow into a set of ordinary differential equations that can be solved numerically is
that the fluid within a given control volume is homogeneously mixed. This assumption implies that the
fluid that is converted from one volume to the next has the same properties (void fraction, phasic
temperatures, phasic densities, etc.) as the average properties in the volume from which the fluid
originates. The numerical procedure based on this assumption isd@mtl@dorupwind differencing and
is a standard technique in the modeling of flows of all types. One consequence of the assumption is
numerical diffusion, which smears out the spatial gradient of the fluid properties within the flow passage
being modeled. Another undesired property of this assumption is that the flux of mass and energy between
volumes may be incorrectly computed if significant phase separation occurs in the donor volume. The
homogeneously mixed assumption ignores such phase separation and causes additional computational
errors.

Phase separation usually occurs due to gravitational forces (ignoring phase separation in specialized
equipment designed to produce it using centrifugal forces), which cause the liquid phase to pool at the
bottom of a vertical volume or on the bottom of a large horizontal pipe. This can occur if the flow rates of
the phases in the volume are low enough so that gravitational forces overcome the frictional force between
the phases that tends to keep the phases well mixed. The phase separation caused by gravitational forces is
called flow stratification in RELAPS5, and there are stratification regions in both the vertical and horizontal
flow regime maps described in Section 3.

One consequence of stratification in a large horizontal pipe is that the properties of the fluid
convected through a small flow path in the pipe wall (i.e., a small break), called an offtake, depend on the
location of the stratified liquid level in the large pipe relative to the location of the flow path in the pipe
wall. If the offtake is located in the bottom of the horizontal pipe, liquid will flow through the offtake until
the liquid level approaches the bottom of the pipe, at which time some vapor will be pulled through the
liquid layer and the fluid quality in the offtake will increase. If the phase separation phenomenon is
ignored, vapor will be passed through the offtake regardless of the liquid level in the pipe. Likewise, if the
offtake is located at the top of the pipe, vapor will be convected through the offtake until the liquid level
rises high enough so that liquid can be entrained from the stratified surface. The flow quality in the offtake
will decrease as the liquid level rises. If the phase separation phenomenon is ignored, liquid will pass
through the offtake for all stratified liquid levels regardless of their height relative to the offtake. Lastly, if
the offtake is located in the side of the large horizontal pipe, the same phenomenon of gas pullthrough or
liquid entrainment will occur, depending on the elevation of the stratified liquid level in the pipe relative to
the location of the offtake in the wall of the pipe. These several situations are sHeguréen7.4-1

The RELAP5/MOD3 horizontal stratification entrainment (HSE) mb&él’ -2 accounts for the
phase separation phenomena and computes the flux of mass and energy through an offtake attached to a
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Figure 7.4-1Phase separation phenomena in various offtakes.

horizontal pipe when stratified conditions occur in the horizontal pipe. The importance of predicting the
fluid conditions through an offtake in a small-break LOCA has been discussed in detail by Zdber.

7.4.2 Model Description

There have been several recent experimental studies of the phase separation phenomena that are
relevant for PWR small break LOCA analy5i§#74-57-4-674-7 The range of pressure in these studies
was 0.2 to 6.2 MPa, and either air-water or steam-water fluids were utilized.
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The offtake pipe was located at the top, bottom, or side of the large horizontal pipe. Experiments
were conducted by establishing a steady state in which known flow rates of liquid and vapor were
introduced into the main pipe. The mass flow rate and the flow quality in the offtake pipe were measured
by either separating the phases or by using calorimetric methods. The liquid depth in the main pipe was
measured visually or with a gamma densitometer. In all the experimental studies, the critical depth for the
onset of gas pullthrough or liquid entrainment was measured.

7.4.2.1 Inception Height. The results of the experiments showed that in most cases the depth or
height (i.e., the distance between the stratified liquid level and the elevation of the offtake) for the onset of
liquid entrainment or gas pullthrough could be defined by an equation of the form

0.4

o CW

= W (7.4-1)
" (gpbp)”

where subscript k refers to the continuous phase in the offtake, which is the phase flowing through the
offtake before the onset of pullthrough or entrainment of the other phase. For an upward offtake, the gas
phase is the continuous phase. For a downward offtake, the liquid phase is the continuous phase. For a side
offtake, the gas phase is the continuous phase when the liquid level is below the offtake center and the
liquid phase is the continuous phase when the liquid level is above the offtake center. The variable W
the mass flow rate of the continuous phase in the offtake. This correlation is based on the work of
Smoglie’** who derived an equation of this form for the case of liquid entrainment into a side or top
offtake by considering the force exerted on the liquid by the accelerating gas flow. A similar equation was
derived inReference 7.4-&ndReference 7.4-9or the onset of gas pullthrough in the draining of a tank
through an orifice in the bottom of the tank by using surface instability arguments. The constant C for the
various arrangements of offtake and liquid level is discussed next.

7.4.2.1.1 Top Offtake-- The onset of liquid entrainment through a top offtake was correlated by a
value of C in the range of 1.2 to 2.2 for the high-pressure steam-water Referdnce 7.4-5with the
tendency of C to decrease as the diameter of the offtake increased. The air-water and steam-water data of
Reference 7.4-6vere correlated by C equal to 1.60, while the air-water daRebdrence 7.4-4vas
correlated by a value of 1.67. A value of 1.67 was chosen to characterize the experimental data for the
onset of liquid entrainment through a top offtake.

7.4.2.1.2 Bottom Offtake-- The value of C for the onset of gas pullthrough in a bottom offtake

was found to be strongly influenced by the liquid flow rate in the main pipe. Shédifeund that a
value of C = 2 was appropriate for stagnant or low-flow conditions in which a vortex was formed at the
offtake. A value of C = 1.17 was appropriate if there was significant liquid flow in the main pipe and the

vortex was suppressed. The results of several steam-water expefifighfs’ suggest values in the

range of 0.95 to 1.1. In the air-water and steam-water experimeResf@fence 7.4-6C was found to

depend on the liquid depth and the diameter of the offtake pipe; these data were correlated by values of C
in the range of 1.25 to 1.9. A value of 1.5 was chosen to characterize the experimental data for the onset of
vapor pullthrough.

7.4.2.1.3 Side Offtake-- For the side offtake geometry, there is good consistency among the
results of the various experimental studiRsference 7.4-4uggests a value of C = 0.75 for the onset of
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gas pullthrough and a value of C = 0.69 for the onset of liquid entrainment through a side offtake. The air-
water and steam-water dataReference 7.4-6uggest the value of 0.69 for the onset of liquid
entrainment, while the steam-water dat&aference 7.4-%uggest a value of 0.62 for the onset of both

gas pullthrough and liquid entrainment. The INEL dat&é&ierence 7.4-%uggests C = 0.82 for gas
pullthrough and C = 0.62 for liquid entrainment. In all of these experiments, the liquid flow rate in the
main pipe had only a weak effect on the onset of pullthrough or entrainment. A value of 0.75 was chosen
to characterize the data for the onset of gas pullthrough in a side offtake, and a value of 0.69 was chosen to
characterize the data for the onset of liquid entrainment through a side offtake.

Based on the experimental studies, it may be concluded that the use of Equation (7.4-1) should give a
reasonable representation of the test data if the following values are adopted for the correlation constant C:

C = 1.67 for top offtake liquid entrainment;

C = 1.50 for bottom offtake gas pullthrough;

C = 0.75 for side offtake gas pullthrough; and

C = 0.69 for side offtake liquid entrainment.

7.4.2.2 Offtake Flow Quality. Once the inception criterion for the given geometry of offtake
location and liquid level has been exceeded, pullthrough or entrainment will begin. Correlations for the
rate of minor-phase pullthrough or entrainment have been developed that describe the flow quality in the
offtake as a function of the nondimensional distance between the offtake and the stratified liquid level. The

reference height or depth is the inception height or depth. Separate correlations have been developed for
the several geometric arrangements and are discussed below.

7.4.2.2.1 Top Offtake-- The flow quality through a top offtake is given’sy®

X = R¥>»®(+8 (7.4-2)
where
R = hih, (7.4-3)

and h is the distance from the stratified liquid level to the junction.

7.4.2.2.2 Bottom Offtake-- The flow quality through a bottom offtake is giver/ By
X = X,25R[1 - 0.5R (1 + R)X(-R)05 (7.4-4)

where
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1.15

172

X, = ——=—=>
1+ (pf/pg)

(7.4-5)

and the other variables have been defined previously.

7.4.2.2.3 Side Offtake-- The correlation for the flow quality through a side offtake has the

form’-44
X = X MOR[1- 0.5R (1 + R)x(IR) 05 (7.4-6)
where

C = 1.09 for gas pullthrough

1.00 for liquid entrainment

and X, is given by Equation (7.4-5).

These correlations are plottedrigure 7.4-2 Figure 7.4-3 andFigure 7.4-4for steam-water flow
at pressures of 0.70 and 7.0 MPa. Note that the saturated steam and water at a pressure of 0.7 Mpa has a
density ratio approximately equal to that of air-water atC2@nd a pressure of 0.35 MPa. The
experimental data dReference 7.4-4Reference 7.4-5Reference 7.4-6andReference 7.4-7are also
shown on the figures. For each experimental point, the appropriate value of the inception height has been
computed using Equation (7.4-1). It can be seen that the correlations give a reasonable overall
representation of the test data. However, some detailed trends are apparent that are not captured by the
correlations.

7.4.3 Model As Coded

The correlations for the critical offtake height and the offtake discharge quality described in the
previous section were developed from data taken in well-controlled experimental situations. The
correlations were developed for cocurrent flow in the offtake and horizontally stratified flow in the main
pipe. RELAP5/MOD3 is a general-purpose code, and the conditions under which the offtake model may
be applied may not have been covered in the experiments from which the correlations were developed. For
example, the flow in the main pipe may not be low enough for horizontally stratified flow according to the
flow regime map or the flow in the offtake may be countercurrent flow. In addition, there are other
physical restrictions on the applicability of the correlations, such as applying the pullthrough correlations
when the flow in the main pipe is entirely liquid with no vapor and, conversely, trying to apply the liquid
entrainment correlation when the flow in the main pipe is entirely vapor. Finally, there are numerical
implementation questions such as the effect of the model on the stability of the numerical solution
procedure used in RELAPS. The resolution of these questions and others has affected the implementation
of the HSE model.

The HSE model is implemented in subroutine HZFLOW, which computes the phasic void fractions
to be used for the computation of the mass and energy convected through a junction if the user has
activated the model at that junction. The following sections first describe general considerations for the
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A KfK air-water P = 0.4 MPa

o UCB air-water P < 1. 1IMPa

e UCB steam-water P < 1.1 MPa
— Equation (7.4-2)

(h/hy)
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X

Figure 7.4-2Discharge flow quality versus liquid depth for an upward offtake branch.

implementation of the HSE model in RELAP5 and then discuss several limitations and restrictions placed
on the model.

7.4.3.1 General Considerations. All of the modifications that are made to the model originate
from attempts to generalize the correlations as described above to cover all geometries and flow
conditions, to make the model computationally robust (i.e., to prevent code failures due to dividing by
zero), and to make the model more computationally efficient by implementing the model in such a way
that larger time steps can be taken without oscillations in the code results. The limits that are placed on
intermediate results to make the model computationally robust and prevent code failures are obvious and
will not be discussed further. The modifications that attempt to expand the range of applicability of the
model to all geometries and flow conditions are discussed in Section 7.4.3.2, and modifications used to
enhance the numerical efficiency of the model are discussed in Section 7.4.3.3. No attempt has been made
to follow the actual subroutine logic in the discussions that follow, although modifications that expand the
applicability of the model are made before modifications concerning numerical stability.

7.4.3.2 Model Applicability. The correlation for the critical height at the onset of minor-phase
pullthrough or entrainment, as well as the correlations for the flow quality in the offtake, was developed
from data generated under well-controlled conditions in specific geometries. The correlations developed
are applicable for (a) cocurrent outflow in the offtake, (b) horizontally stratified flow in the main pipe, and
(c) offtakes whose diameter is small relative to the diameter of the main pipe. Some or all of these
conditions may be violated for a junction to which the HSE model is to be applied in the RELAPS5 code.
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B |NEL steam-water P = 3.4-6.2 MPa
e CEA steam-water P= 2.0 MPa
A KfK air-water P = 0.4 MPa

+ UCB air-water/steam-water P = 0.3-1.0 MPa
— Equation (7.4-4)

‘In

P =7.0 MPa

Figure 7.4-3Discharge flow quality versus liquid depth for a downward offtake branch.

KfK air-water P = 0.4 MPa

CEA steam-water P = 2.0 MPa
INEL steam-water P = 3.4- 6.2 MPa
UCB steam-water P = 0.15 - 0.8 MPa
__ Equation (7.4-6)
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Figure 7.4-4Discharge flow quality versus liquid depth for a horizontal offtake branch.
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7.4.3.2.1 Countercurrent Flow in the Offtake-- In RELAPS5, the phasic area fractions (i.e.,
void fraction for the gas phase and liquid fraction for the liquid phase) used to compute the phasic fluxes of
mass and energy through a junction are the phasic area fractions in the upstream volume, where upstream
is based on the phasic velocity direction. If the flow in the junction is cocurrent, the phasic area fractions
will sum to a value of one, since they are computed from the conditions in the same upstream volume. If
the flow at the junction is counter-current, the phasic area fractions in the junction will not necessarily sum
to a value of one, since they are computed from conditions in different volumes. If the phasic area fractions
in the junction were rescaled so they sum to a value of one, it can be shown that this will lead to a
numerical instability. The same logic is used if the model has been activated by the user at a junction. If the
flow in the junction is cocurrent, the HSE model is used to compute the phasic area fraction of the minor
(other) phase if the upstream volume is horizontal; the other area fraction is computed so that they sum to
a value of one. If the flow in the offtake junction is counter-current, the HSE model is used to compute the
area fraction of a phase if the upstream volume for that phase is horizontal and the area fractions will not
necessarily sum to a value of one. However, there are four combinations of phasic velocity direction that
will cause problems and must be handled differently. These situations are:

1. A gas outflow from above a liquid level that could cause liquid entrainment except that the
liquid flow is into instead of out of the offtake;

2. A liquid outflow through an offtake from below a liquid level that could cause gas
pullthrough except that the gas flow is into instead of out of the offtake;

3. A gas outflow from below a liquid level that would be pulled through the liquid except
that the liquid flow is into instead of out of the offtake; and

4. A liquid outflow from above a liquid level which would be entrained by the gas flow
except that the gas flow is into instead of out of the offtake

where outflow means flow out of the large horizontal pipe and inflow means flow into the large horizontal
pipe.

Figure 7.4-5shows these situations for a side junction. Cases 1 and 2 are situations in which the
major phase velocity direction would indicate that the minor phase would be entrained (case 1) or pulled
through (case 2) except that the upstream volume for the minor phase is not a large horizontal pipe, as
required by the model. In these situations, the reversed flow of the minor phase is ignored, since the flow
rate of the minor phase does not appear in the critical depth correlation. The junction quality correlation is
used to compute the area fraction of the major phase, and the area fraction of the minor phase is computed
from conditions in its upstream volume.

Cases 3 and 4 are situations in which the minor phase velocity indicates that pullthrough (case 3) or
entrainment (case 4) are possible except that the major phase velocity indicates that the upstream volume
for the major phase is not the large horizontal volume, as required by the HSE model. In these situations, a
fix-up is required that will not introduce large discontinuities in the phasic area fractions during velocity
reversals or when the level crosses a side offtake. For the situation in which the major phase velocity is
reversed, the minor phase area fraction is computed using a major phase velocity of zero. This prevents
discontinuities at phase reversals. Since the offtake quality correlation is independent of phase velocity as
the level reaches the center of a side offtake, no problems are encountered for this situation.
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Figure 7.4-5Four cases of countercurrent flow in a side offtake.

7.4.3.2.2 Offtakes of Non-Negligible Area-- The model correlations were developed from data
sets in which the offtake diameter was small relative to the diameter of the main pipe. However, in
RELAPS5, the user may specify a geometry in which the offtake diameter is not small with respect to the
diameter in the horizontal pipe. The phasic area fractions are modified to take the offtake diameter into
account in order to make the model more robust by smoothing the phasic area fractions at the junctions as
the liquid level approaches the elevation of the offtake. The smoothing procedure for side offtakes is
different than the procedure for top and bottom offtakes. The two procedures will be discussed separately.

Top or Bottom Offtake of Non-Negligible Area

The purpose of the modifications of the phasic area fractions in top or bottom junctions is to smooth
the area fractions so that they will not have a large discontinuity as the main horizontal pipe fills up or
empties completely. The smoothing is based on the physical picture. Looking into the main pipe through
the offtake, if the liquid level is near the offtake and the edge of the interface between the liquid and vapor
space is in the field of view, smoothing is applied (Bégure 7.4-6§. The phasic area fraction is
interpolated to the donor value based on the fraction of the field of view not occupied by liquid for a
bottom offtake and according to that occupied by liquid for a top offtake. For a bottom offtake, the relevant
eguations are

o = 1-ay forogk > 0.5 or sip> 1

1- %[ [ singpcosp + @] otherwise (7.4-7)

2
I
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Liquid edge

dk

Figure 7.4-6Smoothing to avoid discontinuities in top or bottom offtake of non-negligible area.

where
S ) min|[ \[/)VK, de]
dy = Dy (AfAK)Y?
a; = void fraction from pullthrough correlation
K = value in the main pipe

where the diameter of the offtake is computed from the diameter of the main pipe and the square root of the
ratio of the flow areas in the main pipe and offtake.

Side Offtake on Non-Negligible Area

RELAP5/MOD3 contains coding for treating the case where the liquid level in the main pipe is
between the elevations of the top and bottom of the side branch entrance. The procedure used ensures that
the phasic area fractions in the offtake junction tends to the phasic area fractions in the main pipe as the
flow area in the offtake junction approaches the area of the main pipe. Consider the case where the liquid

level in the main pipe is above the center of the side offtakeu:j_et be the vapor area fraction at which the

liquid level would be at the elevation of the top of the side offtake amx:lglet be the vapor area fraction
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computed from the pullthrough correlations. The subscript K is the value in the main pipe. Then, the
interpolated vapor area fraction would be given by

o = 1-ag foray = gy
[Da;ax . G;Eb } .
o; = e +1-— fora,<a (7.4-8)
f Oog 00 O oy, Od° 9 " TeK
where
a, = min[ag, 0.49 . (7.4-9)

There is an additional modification that limits the minimum value of the vapor area fraction at which
the liquid level reaches the elevation of the top of the offtake. This modification ensures that the width of
the interpolation window is sufficiently wide that the code takes several advancements to traverse the
interpolation zone. If this were not done, the code could traverse the interpolation zone in one
advancement and no smoothing would be used.

7.4.3.2.3 High Flow or Extreme Voids in Main Pipe-- The HSE model correlations were
developed from data in which the flow rates in the main pipe were low enough that horizontally stratified
flow was obtained. In the implementation of the HSE model in RELAP5/MOD3, it is assumed that partial
separation of the phase due to flow through an offtake can occur in flow regimes other than horizontally
stratified flow, i.e., slug, plug, and the annular flow regimes. The HSE model is applied to all flow regimes

in the main pipe as long as the mass flux is less than 3,008-lsg/fhis mass flux defines the dispersed

flow regime. An interpolation zone is defined between mass fluxes of 2,500 and 3,086€skig/mhich
the junction phasic area fractions are linearly interpolated between the values computed from the HSE
model and the donor values. The mass flux used in the interpolation is defined as

agWilo
G = max[|anggKng + gy Prx Vik|» EI_|A_J|D} ) (7.4-10)
]

This choice should suppress the HSE model if there is high flow anywhere in the upstream volume.

The HSE model must also recognize that there is a sufficient amount of the minor phase in its
upstream volume before trying to pull it through or entrain it. Two interpolation regions are defined, and
the junction phasic area fraction is linearly interpolated to the donor value as the area fraction goes to zero.
The vapor interpolation region is defined as

0< g < 10° (7.4-11)
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in which the vapor pullthrough is suppressed as the main pipe completely fills with liquid. The liquid
interpolation region is defined as

0 <ag < max [2 x 107, max (2 x 1¢%, 2 x 10° pgy/pyc)] (7.4-12)

where the interpolation function suppresses the liquid entrainment as the main pipe completely fills with

vapor. The interpolation function based on the mass flux is multiplied by the interpolation function based

on the minor phase content of the main pipe to define an overall interpolation function, which is used to

interpolate the offtake junction phasic area fractions between the value obtained from the HSE model and
the donor value. This combined interpolation smooths out the phasic area fraction used in the time
advancement of the conservation equations as the HSE model is activated and deactivated.

7.4.3.2.4 Large Critical Heights-- 1t is conceivable that the critical height computed from the
model correlations could be larger than the diameter of the main pipe, in the case of a top or bottom
offtake, or larger than the radius of the main pipe, in the case of a side offtake. In this case, the offtake
guality correlations would predict gas pullthrough when the main pipe was full of liquid or liquid
entrainment when the main pipe was full of vapor. Such extreme values of the critical height take the
correlations out of the range of their applicability. In the implementation of the HSE model in RELAP5/
MOD3, the range of the critical height is limited to lie within the span of the main pipe. This implies that
there will be less pullthrough or entrainment when the critical height is limited because the height ratio R
will be smaller than it would have been if the critical height had not been limited.

7.4.3.3 Numerics of Implementation.  The straightforward implementation of the correlations
and extensions described above using beginning of time advancement values for all the required properties
could lead to code instability, since the offtake phasic area fractions implied by the quality correlations are
implicit functions. The junction flow quality is a function of the height ratio R, which is a function of the
phasic flow rate, which is a function of the phasic area fraction. Several improvements on an explicit
evaluation of the model have been implemented to improve the numerical stability of the model so that
larger time steps can be taken without oscillations appearing in the solution.

7.4.3.3.1 Time Level of Properties-- The beginning of time advancement values of almost all of
the property variables are used. The exceptions are the phasic area fractions, which are used to evaluate the
major phase flow rate JMn Equation (7.4-1). The junction values used for the previous time step are used
rather than the current donor values, since they would most likely have been computed from the HSE
model in the previous time step and the same values would be used if the time step should have to be
repeated. The second exception occurs if the flow rate computed using the phasic area fraction from the
previous time step predicts that there would be no pullthrough or entrainment for this time step. Then, the
computation is repeated using a flow rate calculated assuming no pullthrough or entrainment in the
previous time step. This helps to avoid large perturbations as pullthrough or entrainment starts or stops.

7.4.3.3.2 Conditioning the Correlations-- The offtake quality correlations contain terms of the
form

[1-0.5R (1 +R)LR0S
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which changes rapidly in the region of R = 1. To avoid numerical instabilities due to this behavior, the
correlations are conditioned by replacing this term by a linear variation between its value at R = 0.9 and R
=1.0.

The nondimensional height R involves a division by the critical height. To avoid division by zero as
the major phase flow rate goes to zero, the critical height is given a minimum value of 10 Tae

value of the major phase flow rate is back-calculated from the minimum critical height to ensure that the
relation between critical height and major phase flow rate implied by Equation (7.4-1) is maintained.

To avoid other singularities, the slip ratio used to convert the flow quality into a phasic area fraction
is limited, as is the phase density difference. The slip ratio used to convert the offtake flow quality into
phasic area fraction is given by

_ 5 |y
S = max{ 1.0 mir{ maket, 10_7%1) M}} . (7.4-13)
Pgj [V

This expression restricts the range of the slip ratio and uses absolute velocities to give phasic area
fractions in the range of zero to one, even when the flow in the offtake junction is counter-current. The
square root of the density ratio gives a slip ratio consistent with the Henry-Fauske critical flow model and
is a reasonable upper limit to the slip ratio. In most cases, the slip ratio used in the computation will be the
actual slip ratio.

7.4.3.3.3 Numerics-- The explicit formulation described above is an invitation for instability.
Consider the case of liquid entrainment for unchoked, cocurrent flow in the offtake junction. The vapor
area fraction is evaluated from the correlation for the offtake quality as a function of the nondimensional
liquid level. The scaling factor for the nondimensional liquid depth is the critical liquid depth. The critical
liquid depth is a function of the vapor flow rate in the offtake. The critical depth may have been modified
if it was less than the minimum critical depth and the offtake gas flow rate recomputed to be consistent
with the critical depth. The appropriate offtake flow quality correlation gives a flow quality that was
converted to a vapor area fraction using the offtake slip ratio. This vapor area fraction may, in turn, have
been modified for the finite area of the offtake and for high flow or extreme voids in the upstream
horizontal pipe. This final offtake vapor area fraction is unlikely to be the same as that used to compute the
vapor mass flow rate in the offtake junction used to compute the critical depth. This is the source of the
instability. To overcome the explicit nature of the computation of the offtake phasic area fractions, a
predictor-corrector technique is used. The correlations are evaluated explicitly, as described above, to give
a predicted value of the phasic area fractions. Then, a first-order Taylor expansion of the model
correlations is used to adjust the values of the phasic area fractions to make them consistent with the phasic
flow rates in the offtake. The procedure is somewhat different for choked flow than unchoked flow, and
the two procedures will be discussed separately.

Numerics for Unchoked Flow

Consider the case of liquid entrainment for cocurrent, unchoked flow in the offtake. The model
correlations are evaluated explicitly as described above, using the beginning of time step values for the

properties to give a predicted value of the vapor area fraction in the oméke, , Where the superscript p

7-85 NUREG/CR-5535-vV4



RELAP5/MOD3.2

indicates a value predicted from the HSE correlations. The vapor area fraction in the offtake is expanded in
terms of the vapor flow rate (yVin the offtake, and the vapor flow rate in the offtake is expanded in terms

of the vapor area fraction in the offtake to give the following set of equations:

= a? + Loy e 7.4-14
Ogj = Uy an[ g~ Wil (7.4-14)
where

* aW n
W, = W+ === [0y — g (7.4-15)

]|

and where the derivatives of the flow rate in terms of the area fraction and the derivative of the area
fraction in terms of the flow rate are evaluated using the beginning of time step conditions. The
extrapolated offtake flow rate can be eliminated from these two equations to give an extrapolated value of
the vapor area fraction in terms of the beginning of time step conditions and derivative of the vapor area
fraction in terms of the vapor flow rate and the slip ratio. The various interpolation factors, such as the
interpolation between the model value of vapor area fraction and the donor value of the offtake vapor area
fraction due to the finite area of the offtake, are held constant.

da’. W
p p_ N 0
O+ fwm%\lvg_wg_agiﬁﬂ
Qg = : . - (7.4-16)
_9W, 09y
004 0W,

where the derivative of the vapor flow rate in the offtake in terms of the offtake vapor area fraction is given
by

ow
g — n n
_aag,- = AjVgiPyi

(7.4-17)

and the derivative of the offtake vapor fraction with respect to the offtake vapor flow rate is negative. If the
derivative of the vapor area fraction with respect to the vapor flow rate is not negative, the extrapolation
procedure is not used; and the predicted value of the offtake vapor area fraction is used for the time step.

The partial derivative of the offtake vapor area fraction with respect to the vapor flow rate is set to
zero under the following conditions:

. The large critical depth modification is activated.

. The flow is in countercurrent flow (cases 3 or 4).
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. The predicted value of the vapor area fraction is one and the vapor area fraction used
during the last time step is one. (If the vapor area fraction used during the last time step is
one and a nonzero derivative is computed, the extrapolation is used.)

. The predicted value of the offtake vapor area fraction is zero.

Exactly the same procedure is used for the case of gas pullthrough except that the roles of liquid and
vapor are reversed. In this case, the extrapolation equation for the liquid fraction is given by

dab oW
ap + —“Evvf—wf—ag—f%
oW, 0a,
o = ) (7.4-18)
fj p
oW, 00
00 OW,

where W is the liquid flow rate in the offtake and where the derivative of the offtake liquid area fraction is
set to zero under the following circumstances:

. The large critical depth modification is activated.
. The flow in the offtake is countercurrent flow (cases 3 or 4).
. Both the predicted value of the liquid area fraction in the offtake and the value of the

liquid area fraction in the offtake used during the previous time step are one. (If the value
of the liquid fraction used during the previous time step is less than one and the derivative
of the liquid area fraction with respect to the liquid flow rate is nonzero, the extrapolation
procedure is used to reduce perturbations as entrainment starts or stops.)

. Both the predicted value of the liquid fraction in the offtake and the value of the liquid
area fraction in the offtake used during the previous time step are zero. (If the liquid
fraction in the offtake used during the previous time step is greater than zero and a
nonzero derivative is computed, the extrapolation procedure is used to reduce
perturbations as liquid first appears in the offtake.)

Choked Flow in the Offtake

If the flow in the offtake is choked, a different extrapolation procedure is used because of the way in
which the individual phase velocities are computed at the choked junction. The choking model computes
the critical mass flux as the product of the mixture density at the critical plane and the critical velocity at
the critical plane. The critical velocity is defined in terms of the phase velocities, the phase densities, and
the phase area fractions. The extrapolation procedure for the choked flow situation assumes that the critical
mass flux remains constant as extrapolation is performed, rather than assuming that the individual phase
velocities remain constant as the extrapolation is performed. The assumption of constant mass flow
accounts for the effect of the phasic area fractions on the phasic velocities. This effect is small for
unchoked flow and is neglected but can become large for critical flow and must be taken into account. The
net effect on the extrapolation procedure is a change in the way the derivative of offtake flow rate with
respect to offtake area fraction is computed. The procedure is slightly different for the cases of liquid
entrainment and gas pullthrough, so each will be discussed separately.
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Liquid Entrainment in Choked Offtake

As stated above, the effect of the change in the choked flow vapor velocity due to changes in the
vapor area fraction in the offtake cannot be neglected. Over a wide range of vapor area fractions, an
increase in the junction vapor area fraction results in an increase in the offtake vapor velocity. This would
lead to increased entrainment in the next time step, reducing the vapor area fraction. This negative
feedback process can cause oscillations. The approximation used to account for the change in the choked
vapor velocity is to assume that the critical mixture mass flux remains constant during the extrapolation
procedure, as well as assuming that the phase densities and slip ratio remain constant as is assumed for the
case of unchoked flow. The critical mass flux is computed from the offtake vapor fraction used during the
previous time step and the current values of the phase velocities, which have been set by the critical flow
model for this time step as

Ge = Vep; (7.4-19)

where

n n n n
v _ OgjPrVgj + Ot Pgj Vs (7.4-20)
c an n+an n '
giPfj ¥ Ui Py

Py = OgPy+ 0GPy (7.4-21)
The vapor velocity is then written as

n n n_n
_ Ve(agipy +agpg) S

. —— — (7.4-22)
OgjP; S+ Ay Py
and the vapor mass flow rate expressed in terms of the vapor velocity is expressed as
_ n_n
Wy = AjVgPgiy; - (7.4-23)

These equations can be combined to give an expression for the vapor flow rate as a function of the
vapor area fraction. This expression can then be used to compute the derivative of the vapor flow rate with
respect to the vapor area fraction in the offtake. The derivative is then used in the extrapolation equation to
compute an adjusted vapor area fraction in the offtake for use during the current time step [Equation (7.4-
16)].

Gas Pullthrough in Choked Flow

The situation is different for gas pullthrough. The negative feedback process described for liquid
entrainment becomes a positive feedback process. An increase in the offtake liquid area fraction results,
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for a wide range of liquid area fractions, in a decrease in offtake choked flow liquid velocity. The next time
step would then have less gas pullthrough (ignoring the countering effect of the increased liquid area
fraction on the liquid mass flow rate); hence, there would be an increase in offtake liquid area fraction.
This may or may not give rise to instability. Using a procedure like that described above for liquid
entrainment is likely to exacerbate any potential positive feedback instability because it could result in a
reduced or negative denominator in the extrapolation expression for vapor area fraction due to a small or
negative derivative of the offtake liquid mass flow rate with respect to offtake liquid area fraction.

Another problem is associated with the transition in the choked flow model between the subcooled
and two-phase choking models. This problem can be illustrated by considering a horizontal volume
containing stratified gas and liquid with the liquid being subcooled. Consider a side offtake below the
liquid level with the choked outflow liquid causing gas pullthrough. As the liquid level falls, the
equilibrium quality of the flow from the side offtake can change from subcooled to two-phase (the actual
guality being two-phase throughout). As this happens, the choked flow rate drops. This causes a drop in
pullthrough, resulting in a drop in offtake equilibrium quality to a subcooled value. The next time step will
use the subcooled choking model, giving an increase in the offtake flow. This cycle can continue, causing
oscillations with a period linked to the time step. In order to reduce such oscillations, a kind of damping is
introduced by replacing the derivative of the liquid flow rate with respect to the liquid area fraction by an
artificially large negative value.

Let X" be the static quality based on the liquid area fraction used during the last time stédand X
the static quality based on the predicted liquid area fraction. The damping is applfeor ikX< 2.5 x
1073,

In the case of damping, the liquid flow rate is assumed to depend on the static quality as
WP = C(5x10°-XP) (7.4-24)

where the constant C is chosen such that at a static qu&litb@(liquid flow rate using the current liquid
velocity matches that given by the flow rate as a function of static quality. The static qt&*ailﬁyrvé

minimum of 2.5x1C and the static quality used during the previous time step. The derivative of the liquid
flow rate with respect to the liquid area fraction is obtained from the assumed flow rate dependence on
static quality. This derivative is then used in the previously described extrapolation equation for choked
flow.

The procedure for gas pullthrough in cocurrent choked flow was developed for use with the
RELAP5/MOD2 choked flow model, which used the equilibrium quality at the offtake junction to
determine whether to use the subcooled or two-phase choking model at the offtake. The choking model in
RELAP5/MOD3 has been modified to use the vapor area fraction in the offtake to make the determination
as to which critical flow model to use in a given time step. The effect of the inconsistency between the
choked flow model and the HSE model with respect to the transition between single-phase liquid flow and
two-phase flow at the initiation of gas pullthrough is not known at this time and should be investigated as
part of the independent assessment of RELAP5/MOD3.
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7.4.4 Assessment

The performance of the new HSE model was assessed using a simple test case to confirm that the
implementation of the HSE correlations was performed correctly and that the correlations gave an
adequate representation of the HSE data base. The test case consisted of a horizontal pipe of 206-mm inner
diameter into which steam and water were introduced by time-dependent junctions. A 20.0-mm-diameter
offtake branch discharging into a time-dependent volume at a fixed pressure of 0.1 MPa was connected to
the main pipe at the mid-length position. To help promote a stable condition, the phasic flow rates in the
time-dependent junctions were set equal to the phasic flow rates in the offtake branch using the RELAP5
control logic.

The computations were performed by setting the pressure and vapor fraction in the main pipe and
allowing a steady state to develop. The pressure and the vapor area fraction in the main pipe changed very
little from their initial values in their approach to a steady state. Computations were done for a side,
bottom, and top offtake branch. In all cases, the offtake volume was assumed to be horizontal.

Calculated steady-state conditions obtained with RELAP5/MOD?2 cycle 36.04 are pldtigdrim
7.4-7 throughFigure 7.4-9as broken lines. The curves are drawn through a large number of individual
steady-state operating points. For each operating point, the liquid depth in the main pipe was computed
from the vapor area fraction using the appropriate geometric relations. The critical height for the onset of
entrainment or pullthrough was computed from Equation (7.4-1). It is seen that the RELAP5/MOD2 HSE
model underpredicts the experimental data (discharge flow quality); the new model, shown as a solid line,
does a much better job of describing the experimental data. The results for the new model were generated
using RELAP5/MOD?2 with a set of code updates that implemented the new model. The computed curves
also overlay the hand-computed curves showRigure 7.4-2throughFigure 7.4-4 showing that the
various modifications and extensions made to the model as part of its implementation have not degraded
the model’s predictive ability. The RELAP5/MOD2 and modified RELAP5/MOD?2 assessment results are

from Ardron and Brycé:*1 The assessment was repeated with RELAP5/MOH3and the results are
similar to the modified RELAP5/MOD?2 results.

To demonstrate the performance of the revised HSE model in a small-break LOCA in a PWR,

calculations were performed of test LP-SB-02 in the LOFT experimental fdciit).Test LP-SB-02
simulated a break in the hot leg of area equal to 1% of the hot leg flow area. The break line consisted of a
29.4-mm-diameter side offtake connected to the 286-mm-diameter hot leg. The test exhibited a long period
of stratified two-phase flow in the hot leg, during which pullthrough/entrainment effects were evident. A
detailed description of the RELAP5/MOD?2 analysis is giverRaference 7.4-10Figure 7.4-10and

Figure 7.4-11 show the hot leg and break line densities calculated using the standard and modified
versions of RELAP5/MOD2 Cycle 36.04. The standard code predicted a transition to stratified flow in the
hot leg at 2,250 s, after which time the HSE model was used to calculate break line density. It is seen that
the break line density continues to be overpredicted after 2,250 s, apparently due to the tendency of the
standard HSE model to underpredict flow quality in a side offtakeHigeiee 7.4-8. The standard model

also fails to describe effects of flow stratification evident before 2,250 s.

The modified code version gives a better agreement after 850 s, when the hot leg mass velocity falls

below the threshold value of 3,000 k&@) allowing the new HSE model to be invoked. The calculation

of break line density after 850 s gives an improved prediction of the mass inventory, leading to a more
accurate calculation of the liquid level in the hot leg after 2,000 $-(gaee 7.4-1Q. In the period before

850 s, normal donoring is used, and the break line density is seen to be overpredicted. The reason for
preferential discharge of vapor under these highly mixed flow conditions is unknown. A possible
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Figure 7.4-7A comparison of discharge flow quality versus liquid depth for the upward offtake branch as
calculated using the old and new HSE models.

mechanism is that the curved streamlines in the nozzle entrance produce inertial separation in the manner
of a centrifugal separator. In general, the modified HSE model gives a much better simulation of the phase
separation phenomena in this experiment.

7.4.5 Scalability and Applicability

The correlations used in the improved HSE model were developed from data obtained under
conditions representative of small leaks in large horizontal pipes at low pressure and stratified flow
conditions. The experiments cover a range of diameters of the main horizontal pipe, of operating pressure,
and of offtake diameter and orientation. There were no scale effects observed in the data due to the ratio of
the diameters of the offtake and the main pipe. (The smallest diameter ratio was for the INEL data, which
were obtained at a diameter ratio of approximately 8.5.) Since the horizontal pipes in a PWR system are
several times larger than the experimental test sections, there should be no restriction as to the applicability
of the HSE model to reactor system analysis for the large-diameter pipes in real reactor systems. The only
major restriction for the HSE model is the orientation of the offtake. Since individual correlations are
needed for top, bottom, and side offtakes, the model must be restricted to these orientations.

7.4.6 Summary and Conclusions

A new model describing the phase separation phenomena for flow through a small flow passage in
the wall of a large horizontal pipe has been developed and implemented in RELAP5/MOD3. The model
was developed from data obtained under prototypical conditions and describes the conditions under which
the minor phase will be entrained or pulled through the continuous phase and the flow quality in the
offtake after the initiation of entrainment or pullthrough. Correlations were developed for offtakes situated
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Figure 7.4-9A comparison of discharge flow quality versus liquid depth for the horizontal offtake branch
as calculated using the old and new HSE models.
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Figure 7.4-10Measured and calculated hot leg densities using the old and new HSE models.

in the top, bottom, and side of the horizontal pipe. The model was modified and extended for
implementation into the RELAP5/MOD3 code, and the extensions and modifications were shown not to
affect its predictive capability. The model as implemented was tested against the data used in its derivation
as well as in the simulation of a small-break loss-of-coolant LOFT experiment. The results of the
assessments performed show that the new model provides a good representation of the data from which it
was developed and leads to a better prediction LOFT experimental results.

7.4.7 References

7.4-1. K. Ardron and W. BryceAssessment of Horizontal Entrainment Model in RELAP5/MOD2,
AEEW-R 2345, April 1988.
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APPENDIX 7A--DEVELOPMENT OF TWO-PHASE SOUND SPEED
EXPRESSIONS

The generalized homogenous sound speed formulation presented here was developed by

V. H. Ransom and is internally documented.

The propagation velocity for a small disturbance in a homogenous medium (thermal equilibrium) is
& = (Pp)s = -VA(AV/OP) . (7A-1)
For a two-phase homogeneous mixture, the specific volume is
V=XVg+(1- X)W, (7A-2)

where X is the quality.

The partial derivative of specific volume with respect to pressure is
(OVI0P)s = X(0V ¢/0P) + (1 - X) OV/0P)s + €(V 4 - V) (OX/0P)s (7A-3)

wheree = 0 for a frozen composition system, ane 1 for equilibrium mass exchange between phases.

The derivatives of specific volume can be expressed in terms of the isothermal compressibility,
and the isobaric coefficient of thermal expansfrtp obtain

(0V f/0P)s = V([By (OT/OP)s - K] (7A-4)
(0V4/0P)s = Vi[ Bt (OT/OP)s - K{] (7A-5)
where

B = @VIoT)yV (7A-6)
K = -(0V/OP); V. (7TA-7)

a. EG&G Idaho, Inc., Interoffice Correspondence, "Sound Speed Behavior at Phase Boundaries," RANS-4-77,
May 19, 1977.
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The quality derivative in Equation (7A-3) is expanded in terms of the individual phase properties by
starting with the definition of system entropy.

S=Xg+(L-X5S . (7TA-8)

Differentiating Equation (7A-8) with respect to pressure at constant total entropy yields

S S
ol = 0 = xR a0y -9 B (7A-9)

If Sg and $ are taken to be functions of P and T, then

0S,0 _ P¥S,0 PO , ¥S,00TO

DEFTQDS B DﬁﬁgDrDEﬁDer DOTgDpDaPDs (7A10)
OS0 _ S0P, 9SO TH (7TA-11)
Uapts ~ HapLlHpPL ™ UaT HlapLy -

From Maxwell’s second relation,

3S
P

oV

= = (7TA-12)

T P

which, from Equation (7A-6), i3V and, from the definition of specific heat at constant pressure,
_ +00S0O )
Co = Tp0, - (7TA-13)

Using Equations (7A-12) and (7A-13), Equations (7A-10) and (7A-11) become
(0Sy/0P)s = - VBy+ (Cod T) (9T/OP)s (7TA-14)
(0S1/0P)s = - Vit + (Co/T) (0T/OP)s (7A-15)

Substituting Equations (7A-14) and (7A-15) into Equation (7A-9) gives a relatio@XédR)g in
terms of §T/9P)s,
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oXg _ _ ~1 Cog@TO CorTO
Torh = sy (X e Vel + -0 [ FER v (7A-16)

The behavior of the temperature with pressure must be evaluated before the sound speed can be
established. For the two-phase system in equilibrium, the temperature is only a function of pressure, and
the Clausius-Clayperon relation can be used to obtain the derivative of temperature.

(0T/OP)s=dT/dP = (\j- V) / (- &) (7TA-17)
or, since §- & = (g - /T,

PO _  hg—h )
TS ™ T(v,-Vvy) (7A-18)

If a system having frozen composition is considered, the behavior of temperature with pressure is
obtained from Equation (7A-16) witldX/oP)s = 0, i.e.,

(OT/OP)s= (TIXV By + (1 - X) Vi) / [XC gt + (1 - X) Gyl - (7A-19)

We next defineP'E to bedP/0T)s. Thus,P'E is given by Equation (7A-18) fer= 1 (homogeneous
equilibrium flow) and by the inverse of Equation (7A-19)

5 - _ XCp+ (1-X)Cy

E S KBV, F (I-X) B Vy) (7A-20)

for € = O (frozen flow), Equations (7A-1), (7A-3), (7A-4), (7A-5), (7A-16), (7A-18), and (7A-20) can be
combined to yield a generalized expression for the homogeneous sound speed

- (XVy+ (1=X)V) T (P)”
X [€Cpg=TV P, ((1+€) By—K P) ] + (1= X) [€Cy—TVP, ((1+¢) B —KP.)]

(7TA-21)

Fore = 1, the homogeneous equilibrium speed of sound is obtained aad; @rthe homogeneous
frozen speed of sound is obtained. The pure component sound speed (without phase change) is obtained
from the expression for the frozen sound speed expression with X = 0 or 1 for liquid and vapor,
respectively. For example, the pure vapor sound speed is obtained from Equation (7A-21) with =1 and

:O,
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V2DdP[F
2 ol TCL
= TA-22
PV Vv [K 0dPO B }DdPD ( )
o| ®ollgTL ~Pe) gL
where (dP/dTg is from Equation (7A-20) with X =1
0dPO _ _ Cpg ]
T~ TV, (7A-23)

With the exception of the vapor state, Equations (7A-18) and (7A-21fwithare used in RELAP5

to compute the homogeneous sound spdablle 7A-1 summarizes the homogeneous sound speed
formulas used in the two-phase choking model.

Table 7A-1Homogeneous sound speed formulas used in RELAPS.

Pure Vapor (homogeneous frozen sound speed), X = 1)

E DdPD Elll/Z
aye = Vgl T ] ;DdPD = S

Oy O 04PO 5 [0 HaThs ~ T,V B,

O o[FelgTL ~ Pel
Liquid (homogeneous equilibrium sound speed,1, X = 0)

/2
_ v 0dPO T Q odPo _  hy—hy

e = VilgTn 0dPO odPo0 LT T T (Vv

Cot ‘TfoDaTr[g[zBf ~KiOgTa | O

Two-Phase (homogeneous equilibrium sound speed,)

_ odPOoO T 2
e = [XVo+ A=-X) V] G008 780

- 0dPO odPO O
A= X%:pg_TVgEFrEg[ZBg_Kng_T 0
OdPO OdPO 0
B = (1-X) Ecpf_TVf[FrDS[ZBf_Kf[m- 0
odPg _  hy—hy
a7l ~ T(v,-Vvy)
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8 SPECIAL COMPONENT MODELS

8.1 Pump Component

The PUMP model in RELAPS is a special component model composed for simulating centrifugal
pumps in both single- and two-phase conditions. The model and the required input are described in detalil
in Volumes | and Il and is not repeated in this section. However, some general comments about the
underlying assumptions and applicability of the model are presented.

The pump model is implemented in the one-dimensional fluid field equations by using a
dimensionless-homologous pump model to compute the pump head as a function of fluid flow rate and
pump speed. The head developed by the pump is apportioned equally between the suction and discharge
junctions that connect the pump volume to the system. The pump model is interfaced with the two-fluid
hydrodynamic model by assuming the head developed by the pump is similar to a body force. Thus, the
head term appears in the mixture momentum equation, but, like the gravity body force, it does not appear
in the difference-of-momentum equation.

In RELAPS5, one of two numerical schemes can be used to perform calculations. One is referred to as
the semi-implicit scheme; the other is referred to as the nearly implicit scheme. The pump model is
implemented in each scheme in a somewhat different way. In the semi-implicit scheme, the pump head
term is coupled implicitly only for the junction for which the new time velocity is calculated. In the nearly
implicit scheme, the pump head term is coupled implicitly for both junction velocities.

To account for two-phase effects on pump performance, an option is provided to model two-phase
degradation effects. To use the model, the user must provide a separate set of two-phase homologous
curves in the form of difference curves. These curves were developed from the 1-1/2 loop model
Semiscale and Westinghouse Canada Limited (WCL) experiments. Assumptions inherent in the pump
model for two-phase flow include the following:

1. The head multiplier, M(ag), determined empirically for the normal operating region of
the pump, is also valid as an interpolating factor in all other operating regions.

2. The relationship of the two-phase to the single-phase behavior of the Semiscale pump is
applicable to large reactor pumps. This assumes that the pump model of two-phase flow is
independent of pump specific speed.

8.1.1 Pump Head and Torque Calculations

The average mixture density in the pump control volume is used to convert the total pump head H to
the pressure rise through the pudP by the definitiomAP = p,,H. The pumpAP thus determined is

applied to the momentum equation by adding A2to the momentum mixture equation for the pump
suction junction and 1/2P to the momentum mixture equation at the pump outlet junction. To compute
the pump hydraulic torque,y, the single and two-phase torque components must be computed. The
single-phase torquey, depends on the fluid density and is calculated from
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T = BRI (8.1-1)

wheref3, is the dimensionless hydraulic torque from the single-phase homologous torqueg;yisd¢be
average pump mixture density, gniglis the rated pump density. The density ratio is needed to correct for

the density difference between the pumped fluid and the rated condition. Similarly, the fully degraded
torque,rz(p, is obtained from

P
Ty = B2TREIP_RE (8.1-2)

where[3, is the dimensionless hydraulic torque from the fully degraded homologous torque curves.

Total pump torque is used for two purposes in the pump model. First, it is used to calculate the pump
speed if the electric motor drive or the pump coastdown with trip options are used. Second, the product of
pump torque and speed is the pump energy dissipation included in the one-dimensional fluid field energy
equation. Total pump torque is the sum of the pump hydraulic, frictional, and pump motor drive torques.

If the electric motor drive model is not used, the total pump torque is calculated by considering the
hydraulic torque from the single- and two-phase homologous curves and the pump frictional torque:

T=Tpy +T 8.1-3)
hy ™ Hr (

where

Thy hydraulic torque

Tt frictional torque.

The frictional torgque is in the form of a cubic equation, and its value also depends on the sign of the
pump speed. The user must also input the coefficients for the frictional cubic polynomial.

If the electric motor drive model is used, the motor tomgyés included in the total torque as
T=Thy + T - Ty (8.1-4)

where the sign convention fog, is such that at steady flow operating conditions total torque is zero.

Using the total torque, then, the pump speed can be calculated from the deceleration equation as

dw

Tzla

(8.1-5)
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where | is the rotational moment of inertia of the pump-motor assembly.

Note that the electric motor pump drive model assumes an induction motor. Other drive models can
be used, however, depending on the options selected by the user. For example, pump speed tables can be
used that are governed by user-defined control variables, or the SHAFT component can be used to couple
the PUMP component to a TURBINE component or to a GENERATOR component (i.e., the
GENERATOR component can be used to simulate a motor). Excellent examples are presented for these
cases in Volume Il of this code manual.

8.1.2 Pump Conclusions

The accuracy of the model highly depends on the specific pump performance data supplied by the
user. The RELAP5 pump head degradation model is an empirical model based largely on Semiscale

datd-1"1 and has little theoretical or mechanistic basis. Also, the Semiscale pump on which the model is
based is not hydrodynamically similar to full-size reactor pumps. Therefore, data for the specific pump
being simulated should be supplied.

Although the pump head degradation model has not been fully validated for calculating the two-
phase performance of large nuclear reactor coolant pumps, it has performed well on a variety of integral
tests. For most transients of interest, low void at the pump inlet does not persist for long periods of time.
As a result, the accuracy of the pump degradation model has little effect on the overall transient since the
head developed by centrifugal pumps degrades quickly and significantly at moderate to high voids.

For very small break accidents where the void may be at low values for long periods of time, the
effect of the pump model may be more important. In order to analyze these postulated accidents with
confidence, accurate pump performance data under two-phase conditions may be important.

In summary, the accuracy of the model highly depends on the specific pump performance data
supplied by the user. Ideally, data for the specific pump being simulated should be supplied. However,
these data are not always available. Two-phase pump performance data are especially difficult to obtain.
As a consequence, performance data from other pumps must often be used. Volume Il provides the theory
and criteria for evaluating the applicability of pump data to a pump other than on which the data were
obtained. The built-in curves should be reviewed for applicability and used with caution.

8.1.3 Reference

8.1-1. D.J. OlsorSingle- and Two-Phase Performance Characteristics of the MOD-1 Semiscale Pump
Under Steady-State and Transient Conditiokex,ojet Nuclear Company, ANCR 1165, October
1974.

8.2 Separator/Dryer Component

The mechanistic separator/dryer option of the branch component in RELA5/MOD3 is intended for
modeling of the separator and dryer hardware in a Boiling Water Reactor system. These models were
developed by The General Electric Company as part of the USNRC - General Electric - EPRI BWR Refill-
Reflood Program. The theory underlying the models is presented in Volume | of this manual. This section
documents the interface between the mechanistic separator and the dryer models and the RELAP5/MOD3
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hydrodynamic algorithm. The interface for each of the models comprises two sections, the input interface
and the output interface. Each of these two interfaces are explained in the following sections.

8.2.1 Separator Model Input Interface

The input interface for the separator model comprises two sections. The first section describes the
time varying fluid state at the inlet of the separator; the second section provides time invariant geometric
and model parameter data. The geometric and model parametric data are specified in the user input data
deck, though default data are provided for these data items. The fluid state at the inlet of the separator is
specified as the total fluid mass flow rate, the fluid quality, the phasic densities and viscosities, and the
liquid level outside the separator barrel. Since the inlet to the separator is attached to a junction, the total
mass flow rate, phasic densities and phasic viscosities are those in the inlet junction. The fluid quality at
the inlet to the separator is computed from the inlet junction phasic densities, the inlet junction phasic
velocities, and the phasic void fractions in the separator volume. The void fraction in the separator volume
is used instead of the junction void fraction in the computation of the inlet quality, so that the separator
model will respond to the amount of fluid in the separator volume. The separator model computes the
thickness of the liquid film on the inside of the separator barrel in order to compute the fluid carryover and
carryunder qualities. The model equations represent a quasi-static description of the separating process
which can respond instantaneously to changes in inlet flow rate and quality. The RELAP5/MOD3
hydrodynamic model includes fluid storage in each of the fluid volumes. The separator volume void
fraction is used in the definition of the fluid inlet quality, so that the model will respond to the amount of
liquid available in the volume with which to determine the liquid film used in the separating process. This
ensures that if the amount of liquid stored in the separator volume increases such that the film thickness
exceeds the critical film thickness, the separator performance degrades, and the liquid carryover increases.
Conversely, if the void fraction in the separator volume increases, the film thickness decreases, and more
vapor is carried out of the separator discharge passages.

The last input parameter needed by the separator model is the liquid level surrounding the separator
barrel. This liquid level is variable;Hin the discharge passage momentum equation. A liquid level model

was not available when the separator model was originally developed, so the discharge momentum
equation was changed to use the hydrostatic head from the separator outlet to the first-stage liquid
discharge passage outlet as the input parameter. This is actually no change to the model because the term
in which the liquid level was used represents the hydrostatic head at the exit of the separator discharge
passage. The modified model uses the head directly rather that computing it from the liquid level and the
fluid properties outside the separator. The head is computed as the difference in the pressures in the two
volumes attached to the separator discharge junctions. The pressure in each volume is adjusted by the
hydrostatic head in the volume between the volume center and the elevation of the separator connection.

8.2.2 Separator Model Output interface

The separator model is incorporated in a subroutine that computes phasic flow rates in the vapor
outlet and liquid outlet passages given the fluid properties at the inlet to the separator. The liquid and vapor
outlets are represented in the RELAP5/MODS3 separator model as junctions, and the separator model flow
rates must be converted into RELAPS junction variables. The separator junction flow qualities are
computed from the separator model phasic flow rates and are then converted into junction void fractions
using the RELAPS junction phase velocities and densities. The use of junction void fraction to represent
phase separation is the basis of the liquid level, and the same technique is used in the separator model
interface.
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8.2.3 Dryer Model Input Interface

The dryer model input interface comprises the same two sections as the separator model interface,
though the dryer model is much simpler than the separator model. The dryer model performance
parameters are contained in the user input data for the dryer component though default data are provided.
The input fluid properties are the inlet vapor velocity and the dryer inlet moisture. The inlet vapor velocity
is obtained from the vapor velocity in the dryer inlet junction. The dryer inlet moisture is computed as the
liquid static quality in the dryer volume. This definition of the inlet property is used so that the dryer model
will respond to the amount of moisture stored in the dryer, rather than to the amount of moisture in the inlet
junction.

8.2.4 Dryer Model Output Interface

The dryer model computes the “dryer capacity” using the dryer model parameters, the vapor velocity
at the inlet to the dryer, and the dryer inlet moisture. The computed dryer capacity is used to compute the
void fraction in the dryer vapor outlet junction. The junction void fraction is interpolated between a value
of one for a dryer capacity of one (i.e., perfect drying) and the regular donor value at a dryer capacity of
zero (no drying at all). This void fraction is limited so that no more than 90% of the available vapor will be
removed during the time step. This limitation is used to prevent the overextraction of vapor during the time
step. The void fraction in the liquid discharge junction is set to zero subject to the limitation that the liquid
discharge junction remove no more than 90% of the available liquid during the time step. This is to prevent
the overextraction of liquid out of the liquid discharge junction. In the physical dryer, the separated liquid
flows back under the force of gravity to the downcomer from trays located under the dryer chevrons. The
discharge pipes extend below the liquid level in the downcomer so that a liquid level is created in the
discharge pipe, which prevents vapor from being discharged from the interior of the dryer to the
downcomer through the liquid discharge pipes at normal operating conditions and downcomer liquid
levels. Establishing the correct liquid flow rate at steady-state conditions can be accomplished by adjusting
the liquid discharge junction form loss coefficient by trial and error.
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9 HEAT STRUCTURE PROCESS MODELS

The heat structures in RELAP5 permit the calculation of heat across the solid boundaries of the
hydrodynamic volumes. Heat transfer can be modeled from and/or through structures, including fuel pins
or plates (with nuclear or electrical heating), steam generator tubes, and pipe and vessel walls. One-
dimensional heat conduction in rectangular, cylindrical, and spherical geometry can be represented by the
heat structures in RELAPS5. Surface multipliers are used to convert the unit surface of the one-dimensional
calculation to the actual surface of the heat structure. Thermal conductivities and volumetric heat
capacities as functions of temperature can be input in tables, or built-in values can be used.

Finite differences are used to advance the heat conduction solutions. Each mesh interval may contain
a different mesh spacing, a different material, or both. The spatial dependence of the internal heat source, if
any, may vary over each mesh interval. The time-dependence of the heat source can be obtained from the
reactor kinetics, a table, or a control system. Energy from a metal-water reaction is added to the source
term of inner and outer fuel cladding mesh intervals when this reaction occurs during a transient. Boundary
conditions can be simulated by using tables of surface temperature versus time, heat transfer rate versus
time, heat transfer coefficient versus time, or heat transfer coefficient versus surface temperature.
Symmetrical or insulated boundary conditions can also be simulated. For heat structure surfaces connected
to hydrodynamic volumes, a heat transfer package containing correlations for convective, nucleate boiling,
transition boiling, and film heat transfer from the wall-to-water and reverse transfer from water-to-wall is
provided. These correlations are discussed in Section 4.2.

9.1 Heat Conduction for Components

One-dimensional heat conduction in rectangular, cylindrical, and spherical geometry can be used to
represent the heat structures in any of the components in RELAPS5. It is assumed in one-dimensional heat
conduction that the temperature distribution in the axial or radial direction is the same throughout the
structure being modeled and that the linear heat flow is negligible. The equations governing one-
dimensional heat conduction are

pCp%lt— = 56;( g—lg+s for rectangular geometry (9.1-1)

pcp%—I = %[‘%%k%—-lr-m +S for cylindrical geometry (9.1-2)

and

pCp%—l— = %[a%%rzk%—-rrg] +S for spherical geometry (9.1-3)
r

where T is the temperature, tis the time, X is the length, r is the radius, S is the internal hegiGpisrce,
the volumetric heat capacity, and k is the thermal conductivity.
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In order to model a heat structure in RELAP5, a mesh is set up beginning at the left boundary of the
structure being modeled and continuing to the right boundary. The mesh point spagumg 9.1-1) is
taken as positive as x or r increases from left to right. Mesh points must be placed on the external
boundaries of the structure unless a symmetrical or adiabatic boundary condition is to be used. Mesh
points may also be placed at any desired intervals within the structure and should be placed at the
interfaces between the different materials. The spacing of the mesh points may vary from material to
material and may vary within the material as the user desires. If the structure being modeled is
symmetrical, such as a core heater rod, the left boundary must be the center of the rod and the right
boundary the outside surface of the rod. This symmetry is simulated by an adiabatic boundary across
which no heat may flow (this can also be used to simulate a perfectly insulated boundary). The thermal
conductivities (k) and volumetric heat capacitie€) of the materials between the mesh points are

required to complete the description of the heat structure in RELAP5. These material properties can be
input in tabular form as functions of temperature or the user may choose to use the built-in values.

< Composition.
Boundary interfaces Boundary

© o © 0 06 0 06 0.0 (0606000000 0 0 oo:o.o.oo.‘—MeshpointS

12 3 4eftc , Mesh point
numbering

Figure 9.1-1Mesh point layout.

Heat may flow across the external heat structure boundaries to either the environment or to the
reactor coolant. For heat structure surfaces connected to hydrodynamic volumes containing reactor
coolant, a heat transfer package is provided containing correlations for convective, nucleate boiling,
transition boiling, and film heat transfer from wall-to-water and reverse heat transfer from water-to-wall.
These correlations are discussed in Section 4.2 and will not be discussed here. Any number of heat
structures may be connected to each hydrodynamic volume. These heat structures may vary in geometry
type, mesh spacing, internal heat source distribution, etc. This flexibility allows the user to accurately
model any type of structure. For heat structure surfaces connected to volumes simulating the environment,
tables can be used to simulate the desired boundary conditions. Tables of surface temperature versus time,
heat transfer rate versus time, heat transfer coefficient versus time, or heat transfer coefficient versus
surface temperature can be used to simulate the boundary conditions. Usually, heat losses are modeled
using the heat transfer coefficient versus surface temperature boundary condition and combining the
radiative and natural convection heat transfer coefficients in the table.

A contact-resistance interface condition cannot be specified directly, since the temperature, instead
of being continuous at the interface, is given by g.&Tk where q is the heat transfer rate across the

interface, R is the contact thermal conductivity, aAd is the temperature change across the interface.
This condition can be specified by defining a small mesh interval with thermal properties pakapk,

= 0. The size of the mesh interval is arbitrary except that in the cylindrical and spherical geometries the
surface and volume depend on the radius. The mesh interval is usually chosen very small with respect to
the dimensions of the problem.
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Internal heat sources can be placed into any heat structure in RELAP5, whether it represents a fuel
rod or a pipe wall. The spatial dependence of the heat source can be simulated using weighting factors that
partition the heat source to various portions of the heat structure. The time dependence of the heat source
can be obtained from the reactor kinetics solution, a table, or a control system.

In RELAPS5, various subroutines are used in solving the one-dimensional heat conduction equations.
HTCOND returns left and right boundary conditions for a heat structure. HTCSOL finds temperature
solution by back substitution. HTRC1 computes heat transfer coefficients from correlations. HT1SST
solves the one-dimensional steady-state heat problem. HT1TDP advances one heat structure one time step
by advancing the transient one-dimensional heat conduction equation. HTADV controls the advancement
of heat structures and computes heat added to the hydrodynamic volumes. Subroutines HT1SST and
HT1TDP are the same except that HTLSST is used when the heat structure steady-state option is specified
by the user. HT1SST differs from HT1TDP in that the time dependence in the difference equations is
removed.

The heat conduction equation is not a correlation and can be solved by various numerical techniques.

RELAPS5 uses the Crank-Nicolsdfi! method for solving this equation. The actual coding will not be
shown or discussed here. The discussion in Volume | of this code manual represents what is actually in the
code, except for the separation of the steady-state and transient solutions into the two subroutines HT1SST
and HT1TDP. For the derivation of the finite, difference equations from the one-dimensional heat
conduction equations, see the RELAP5 Code Manual. Several heat conduction test problems were run to
illustrate how well RELAP5S calculates heat conduction. All of the cases have closed-form solutions as
given inReference 9.1-2

Case 1. Steady-state heat conduction in a composite wall, 0 < x < |, with surface
temperatures held constant gtahd T. A 0.24-in. wall was modeled consisting

of Inconel 718, constantan, stainless steel, and Inconel 600, and with surface
temperatures of J= 80°F and T= 7C°F. This is the basic and simplest case for

heat conduction in rectangular geomeffigure 9.1-2 compares the RELAPS
solution and the textbook solution.

Case 2. Steady-state heat conduction in a composite hollow cylinder,</RR,, with
surface temperatures held constant;arid T,. A hollow cylinder was modeled

with an inside radius of 0.024 in. and an outside radius of 0.24 in., consisting of
Inconel 718, constantan, stainless steel, and Inconel 600, and with surface
temperatures ofF 8C°F and T = 7C°F. This is the basic and simplest case for

heat conduction in cylindrical geometfyigure 9.1-2 compares the RELAP5
solution and the textbook solution.

Case 3. Transient heat conduction in a uniform wall, -I < x <I, with an initial
temperature distribution kT cosfx/2l) + T, and surface temperatures held

constant at J. A 0.48-in. wall was modeled consisting of stainless steel with a
surface temperature of, = 7C°F and withAT = 1C°F. The resulting time-
dependent temperature distribution is given by
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Figure 9.1-2Cases 1 and 2, temperature versus length or radius.

—k1t/ 412

T = AT cospoige € +T, (9.1-4)

wherek is kipCp,. Figure 9.1-3compares the RELAPS solution to the closed-

form solution for various times. This problem is run on every new version of
RELAPS5 to test the conduction model before the new version is released.

Case 4. Transient heat conduction in a uniform rod, 0 <4, wkh an initial parabolic
temperature distribution ofiTal2 and surface temperatures held constang.at T
A 0.48-in. outside diameter rod was modeled consisting of stainless steel with a
surface temperature of, E 70°F, and with T= 8C°F and a = 25000 /ft>. This

gives similar results to Case 3, but for cylindrical geometry. The resulting time-
dependent temperature distribution is given by
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Figure 9.1-3Case 3, temperature versus length.

2 - —chﬁt Jo(ran) 2
T=—-¢ (e o ———— (a . (T,-T,—kR))
R, nzl a’e X (R,,) " e (9.1-5)

* J (Rya,) +2kR ) J,(R,a,) } ] +T,

wherek is kipC, anda,, are the positive roots of(@&R;) = 0. Figure 9.1-4
compares the RELAPS solution to the closed form solution for various times.

Case 5. Transient heat conduction in a uniform wall, -I < x < |, with a uniform initial
temperature distribution at @&nd surface temperatures maintainefiTasin (t)

+ T, for t > 0. A 0.48-in. wall was modeled consisting of stainless steel with a

uniform initial temperature of,E 75°F and withAT = 5°F andw = 172 s*. The
resulting time-dependent temperature distribution is given by

© n 2
T=ATeAessin(wt+@) +T, +4TK * Z { (_41)2 (22+41) — 4}
THl16lw +K'TT e (2n+ 1)
(2n+ l)T[Xi|
2l

(9.1-6)

—« (2n+ 1) 2Pt/ 4l
e * COS
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Figure 9.1-4Case 4, temperature versus radius.

wherex is kipCp, and

A = cosh{vx (1+i)}| = [COSh(Z\)x) +cos(2\;x)]1/2
‘cosh{vl (1+i)} cosh(2vl) + cos(2vl)
- {costux (1+i)} Qw2
P - g[{cosfvl(lﬂ)}}’ V=50

Figure 9.1-5compares the RELAP5 solution to the closed form solution for various times.

Case 6. Transient heat conduction in a uniform rod, 0 < p,<wigh a uniform initial
temperature distribution at @nd surface temperatures maintainefiTasin (wt)
+ T; for t > 0. A 0.48-in. outside diameter rod was modeled consisting of
stainless steel with a uniform initial temperature of Y5°’F and withAT = 5°F

andw =12 s1. The resulting time-dependent temperature distribution is given
by
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Figure 9.1-5Case 5, temperature versus length.

T =AT. Real{ Lir (107} } &'

: . 1/2
i, {R,* (Iw/K)} (9.1-7)

(o]

N 2K|;AT' Z |:e—K(xnt. 20(2. ooz. J, (ra,) } ‘T
(K Gn+(.0) ¢ ‘Jl(Roan)

n=1
wherek is kirG, anda,, are the positive roots oj(&R,) = 0. Figure 9.1-6

compares the RELAPS5 solution to the closed-form solution for various times.
This is the same as Case 5 but for cylindrical geometry.

Case 7. Transient heat conduction in a uniform rod, 0 < y,<wih a uniform initial
temperature distribution of; and with uniform heat production at the rate of
Qoe'At per unit time per unit volume for t > 0. A 0.48-in. outside diameter rod
was modeled consisting of stainless steel with a uniform initial temperature of
T, = 70F and with Q = 709.5 Btu/s-f andA = In(2) = 0.693147 8. The
resulting time-dependent temperature distribution is given by
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Figure 9.1-6Case 6, temperature versus radius.

+T

1/2 o Kt
T2 Q0 o, {Jo(r- (A/k)7) _1} 2QK { e - (ray) . (9.1-8)

kg BL(Re (W/K)YH | Rk A, (KaZ-A) * 3, (R,a1,)

n=1

wherek is kipC, anday, are the positive roots of(@R;) = 0. Figure 9.1-7

compares the RELAPS5 solution to the closed form solution for various times.
The exponential decay modeled in this case is similar to the decay experienced
in a core heater rod.

All seven cases were run with different time step sizes of 0.01, 0.1, 0.5, 1.0, and 2.0 s to test the
stability of the RELAPS5 solution. The Crank-Nicolson method is designed to be stable for all conditions,
and the RELAPS5 solution was stable for all the time steps tested. However, calculational inaccuracies did
occur as the time step size was increased. These inaccuracies did not result because of instabilities in the
solution technique of the heat conduction equation in RELAP5, but resulted from making the time step
larger than the time constant for the particular problem and changing the boundary conditions. The time
constant for any particular problem is difficult to define, and only in Cases 3 and 4 did the boundary
conditions remain constant as the time step size was increased. (For steady-state Cases 1 and 2, the choice
of time step size made no difference.) No significant inaccuracies were seen in these two cases until the
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Figure 9.1-7Case 7, temperature versus radius.

time step was increased to 1.0 s, and then only in Case 4 with the cylindrical geéigeiiey 9.1-8. In

these two cases, the temperature variation was fairly benign, but inaccuracies were calculated. The time
step size is the choice of the user, and the user should be aware that the larger the time step chosen the
greater the possibility that inaccuracies will be calculated. Unless the transient being calculated is at a
guasi-steady state, using a time step of 1.0 s is bordering on recklessness and is not recommended. A larger
time step size may also change the boundary conditions, because the boundary conditions are assumed to
vary linearly between time step values. The boundary conditions input to RELAP5 can change only as fast
as the time step. If the boundary conditions vary faster than one time step, the change is not input to
RELAPS. The boundary conditions between the time steps are not actually changed by RELAPS5; they are
never put in. If, for example, a sine wave with a period of 4 s (as in Cases 5 and 6) is used as a boundary
condition and a time step of 1 s is used, the resulting boundary condition would be a saw tooth curve; if a
time step of 2 s is used, the resulting boundary condition would be a straight line. This obviously leads to
inaccuracies that are not associated with the RELAP5S solution technique.

In all seven cases, when the time step size was 0.01 s the RELAP5-calculated temperature
distribution agreed very well with the temperature distribution calculated from the closed-form solution.
The closed-form solutions involve summations to infinity and had to be approximated. In addition, for
cylindrical geometry, the closed-form solutions involve Bessel functions; and approximations were used in
calculating these functions. As a result, the closed-form solutions are not exact. No significant differences
between RELAPS5 and the closed-form solutions were found for the small time steps, so the conduction
model in RELAPS is judged to work very well.
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Figure 9.1-8Temperature versus radius, varying time steps.

9.1.1 References

9.1-1. J. Crank and P. Nicolson, “A Practical Method for Numerical Evaluation of Solutions to Partial
Differential Equations of the Heat-Conduction TypeRroceedings of the Cambridge
Philosophical Society, 43,947, pp. 50-67.
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9.2 Reflood Heat Conduction

A two-dimensional heat conduction scheme is used in the reflood model for cylindrical and
rectangular heat structures. This scheme is an extension of the one-dimensional heat conduction scheme
and is found in subroutine HT2TDP. Included with the two-dimensional heat conduction scheme is a fine
mesh-rezoning scheme. The fine mesh-rezoning scheme is implemented to efficiently use the two-
dimensional conduction solution for reflood calculations. The scheme is similar to the one used in

COBRA-TP21and is intended to resolve the large axial variation of wall temperatures and heat fluxes
during core reflood. The number of axial nodes in the heat structures is varied in such a way that the fine
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nodes exist only in the nucleate boiling and transition boiling regions. Volume | of this code manual
discusses in detail two-dimensional heat conduction solution and the fine mesh-rezoning scheme.

Reflood becomes important during a LOCA after the core has been voided and water begins to refill
the core as a result of the ECCS. As the core liquid level rises, water contacts the hot core rods and steam
is formed. Eventually, the rods cool down sufficiently so that they can no longer form steam. The core
rods, however, do not cool down uniformly, and there exists a transition region above which the core rods
have not been rewet and below which they have. It is this transition region that the reflood model and fine
mesh rezoning scheme were designed to calculate. In this transition region, there is a large axial variation
in wall temperatures and heat fluxes that require a finer noding than is necessary for the normal
temperature and heat flux calculations. At the initiation of the reflood model, each heat structure is
subdivided into two axial interval&igure 9.2-1). A two-dimensional array of mesh points is thus formed.
Thereafter, the number of axial intervals may be doubled, halved, or remain unchanged at each time step as
the transition region moves up the core.

o 4 1-D conduction

° Start of reflood

Doubled/ Halved

/ Halved

Maximum axial nodes

X
]
X
L]
X
L]
X

Figure 9.2-1An example of fine mesh-rezoning process.

The number of axial mesh intervals in a heat structure depends on the heat transfer regimes in the
heat structures. At each time step, all heat structures in a heat-structure geometry are searched to find the
positions of tyE, the wall temperature where CHF occurs, gf The quench or rewetting temperature,

and of Tg, the wall temperature at the incipience of boiling. As the transition region moves up through the
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core, so do the points whereJr, Tg, and Tg occur. For heat structures where the transition region has

not yet been reached (void fraction greater than 0.999), the number of axial mesh points remains
subdivided into two. For heat structures where the transition region has past (void fraction equals 0.0), the
number of axial mesh points is halved, but not less than two. For heat structures at the beginning and at the
end of the transition region (whergya&nd Tg occur), the number of axial mesh points is doubled, but not

to more than half the maximum specified by the user. For the heat structures between those cogtaining T
and Tg (which includes the heat structure containirg,the number of axial mesh points is doubled up

to the maximum specified by the user. This rezoning of the axial mesh points is stoguré.2-1 As

a result of this rezoning, the largest number of mesh points is always around the transition region as it
moves up through the core.

The reflood heat transfer correlations used in the nucleate boiling and transition boiling regions are
specialized for the low-pressure and low-flow cases typical of reflood situations. As a result, the reflood
model should only be used for pressures less than 1 MPa and mass fluxes less than ZéOIrkg/s-m
general, the time when the reflood model is activated need not coincide with the time the liquid enters the
core. In fact, the most appropriate time to activate the reflood model is when the pressure is less than
1 MPa and the core is nearly empty.

The reflood model in RELAP5 has shown good agreement with nonuniform heated rod bundle data
with respect to time to maximum temperature, maximum temperature, and quench temperature, but
predicted a longer time to quenth2°-2-3 This predicted time to quench could be larger than the actual
time by a factor of 1.1 to 1.5, depending upon the position within the core. Generally, the greatest
discrepancy in the time to quench has been observed above the point of maximum power at slow reflood
rates. The reason for this is suspected to be overprediction of the liquid entrainment above the quench front
so that the liquid inventory in the core is progressively underpredicted. For LBLOCAs, the time to quench
may not be as important as the maximum temperature. Comparison to test data has shown that the reflood
model in RELAPS5 yields a good simulation for a high flow rate, but only a fair simulation for a low flow
rate. The problem with the low flow rate simulation is probably due to water-packing.

9.2.1 References

9.2-1. J. M. Kelly, “Quench Front Modeling and Reflood Heat Transfer in COBRAAIFME Winter
Annual Meeting, New York, New York, 1979WA/HT-63.

9.2-2. V. H. Ransom et alRELAP5/MOD2 Code Manual, Volume 3: Developmental Assessment
Problems EGG-TFM-7952, December, 1987.

9.2-3. H. Chow and V. H. Ransom, “A Simple Interphase Drag Model for Numerical Two-Fluid
Modeling of Two-Phase Flow SystemaANS Topical Meeting on Nuclear Reactor Thermal
Hydraulics, New Orleans, LA, June 1984.

9.3 Gap Conductance Model

The gap conductance between the fuel and the cladding depends strongly on the gap width and has a
significant influence on the fuel temperatures. The actual gap width of a LWR fuel rod can be substantially
different from the as-fabricated fuel-cladding gap width even during normal reactor operation and
especially during a postulated LOCA transient. The change in the fuel-cladding gap is due to differential
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thermal expansion of the fuel and cladding, elastic and plastic deformation of the fuel and the cladding,
and other effects.

The RELAP5 gap conductance model accounts for the first-order effects of material deformations
under normal reactor operating conditions and most postulated LOCA conditions. The model is based on a

simplified material deformation condensed from FRAP:Y6and is contained in subroutine GAPCON.

The material properties are taken from MATPRO-11 (Revisiogr?l%The model considers, among other
things, the thermal expansion of the fuel and the cladding, and the elastic deformation of cladding under
the differential pressure between the gas internal to the gap and the fluid outside the cladding.

The dynamic gap conductance model in subroutine GAPCON defines an effective gap conductivity
and employs the following assumptions. First, the fuel-to-cladding radiation heat transfer, which only
contributes significantly to the gap conductivity under the conditions of cladding ballooning, is neglected.
This is appropriate, since cladding ballooning is not included in this simple model. Second, the minimum
gap size is limited such that the maximum effective gap conductivity is about the same order as that of
metals. Third, the direct contact of the fuel pellet and the cladding is not explicitly considered. Again, a
detailed discussion of the numerical techniques employed in this model is given in Volume | of this code
manual and will not be repeated here.

Steady-state average centerline temperature data from the Power Burst Facility (PBF) Test LOC-

11-33were used to evaluate the dynamic gap conductance model. The test system consists of four nearly
identical fuel rods with their own individual flow shroud. Only a single rod along with its flow channel
was modeled. The model consists of nine volumes and nine heat structures in the length of the active fuel
stack. The top volume has a length of 0.1159 mm, and the rest each have a length of 0.1 m. Some other
input specifications are listed Fable 9.3-1 Table 9.3-2lists the axial power profile. An earlier cycle of
RELAPS5 was used in these calculations, but the gap conductance model has remained unchanged.

Table 9.3-1Fuel rod geometry characteristics and conditions for PBF Test LOC-11C.

Pellet diameter 9.30 mm
Cladding outside diameter 10.72 mm
Cladding inside diameter 9.50 mm

Diametrical gap 0.20 mm
Helium prepressurization 2.41 MPa (Rod 611-3)

Flow channel area 2257 x 10¢ m2
Hydraulic diameter 268x%x102m
Flow rate 0.643 kg/s

Lower plenum pressure 15.3 MPa
Lower plenum temperature 596.0 K
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Table 9.3-2Axial power profile of PBF Test LOC-11C.

Distance From Bottom of Fuel Stack Normalized Axial Power®

(m)

0.0 0.163
0.0254 0.326
0.0762 0.620
0.1270 0.862
0.1778 1.047
0.2286 1.184
0.2794 1.285
0.3302 1.355
0.3810 1.296
0.4318 1.400
0.4826 1.368
0.5334 1.304
0.5842 1.221
0.6350 1.128
0.6858 1.028
0.7366 0.910
0.7874 0.754
0.8382 0.548
0.8890 0.290
0.9159 0.256

a. Local power/average power.

Figure 9.3-1shows the comparison of the data and the calculated results. The data are centerline
temperatures averaged over four fuel rods. Two RELAP5-calculated results are given, one with and one
without the gap deformation model. The calculated values using the gap conductance model are about O to
100 K higher than the data. However, the calculation without using the gap conductance model yields
temperatures much higher than the data. In particular, the differences are about 500 to 700 K in the high-
power region. The reduction of centerline temperatures with the gap conductance model is primarily due to
thermal expansion of UQwhich reduced the gap size and increased the gap conductance. The dynamic

gap conductance model in RELAPS can significantly improve the simulation of nuclear reactor transients
where the gap size has a significant effect on the transient.
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Figure 9.3-1Comparison of measured and calculated steady-state fuel centerline temperature for PBF Test
LOC-11C.

9.3.1 References

9.3-1. L. J. Siefken, C. M. Allison, M. P. Bohn, and S. O. PE&AP-T6: A Computer Code for the
Transient Analysis of Oxide Fuel Ro&&GG-CDAD-5410, April 1981.

9.3-2.  D. L. Hagrman, G. A. Reymann, and R. E. Ma8tATPRO-Version 11 (Revision NUREG/
CR-0479, TREE-1280, Rev. 1, February 1980.

9.3-3.  J. R. Larson et aPBF-LOCA Test Series Test LOC-11 Test Results R&ldREG/CR-0618,
TREE-1329, April 1979.

9.4 Reactor Kinetics

The primary energy source for a nuclear reactor is the reactor core. RELAP5 allows the user to
model the power generated in the reactor core as specified from a table or as determined by point-reactor
kinetics with reactivity feedback. This power is modeled as an internal heat source in user-defined heat
structures and can be partitioned by inputting weighting factors to distribute the energy to the various
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portions of the core as the user desires. The point-reactor or space-independent kinetics approximation is
adequate for cases in which the spatial power distribution remains nearly constant.

The point-reactor kinetics model in RELAP5 computes both the immediate fission power and the
power from decay of fission fragments. The immediate power is released at the time of fission and
includes fission fragment kinetic energy and neutron moderation. Decay power is generated as the fission
products undergo radioactive decay. The user can select the decay power model based on either an ANS

Standard*! proposed in 1973 or on the 1979 ANS Standard for Decay Heat Power in Light Water
Reactors:42The 1973 proposed standard uses one isofdp8)(for the fission source and 11 groups for
fission product decay. The 1979 standard lists data for three isofop2£38U,23%Pu) and uses 23 groups

for each isotope. A user option also allows only the 1979 standard d&tfdo be used. The data for
both standards are built into RELAPS as default data, but the user may enter different data. In addition,

RELAPS5 contains an actinide decay model that may be switched on by the user. Two i$8topasd
23Np, are used in the RELAP5 modéP®U is produced by neutron capture?ffU and forms>3®Np by

beta decay?3Np then form<3%Pu by beta decay. The actinide model gives the result quoted in the 1979
standard.

The point-reactor kinetics equations are

N
do(t) _ [p(t) —Blo(t) ]
A A + _leici (t) +S (9.4-1)
dc (1) _ Bf, _

A Q(t) —AC (1) i=1,2,..,N (9.4-2)
W(t) = 350 (1) (9.4-3)
Pr(t) = O Y(b) (9.4-4)
where

t = time

® = neutron flux

G = number of delayed neutron precursors of group i
B = effective delayed neutron fraction

fi = fraction of delayed neutrons of group i

A\ = prompt neutron generation time
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p = reactivity, only the time dependence has been indicated (however, the reactivity
is dependent on other variables)

Ai = decay constant of group i

S = source

] = fission rate in #/s

> = fission cross section

P = immediate fission power in MeV/s

Q¢ = immediate fission energy per fission in MeV.

After some modifications and variable substitutions, these equations are solved in subroutine RKIN

by the modified Runge-Kutta method of CoRér? used in the AIREK Il Reactor Kinetics Cotté:

These equations are not correlations, so RELAPS was run to test the point-reactor kinetics model without
reactivity feedback against textbook data. The textbook solutions were not programmed into the computer
to determine the textbook results, as this would just compare the different solution techniques. The
technique in RELAP5 is more complex than any that could be quickly programmed for comparison.
Instead, points were scaled from curves in textbooks that showed the results from various reactivity
perturbations.

Figure 9.4-1 shows a comparison for various positive step insertions of reactivity from initial
equilibrium in?3%U and?3%Pu systems with neutron lifetimes of48. Figure 9.4-2shows a comparison
for various linear time variations of reactivity from initial equilibrium4#PU systems with neutron
lifetimes of 10° s. Figure 9.4-3shows a comparison for various quadratic time variations of reactivity
from initial equilibrium in®3%U systems with neutron lifetimes of #®. Figure 9.4-4shows a comparison
for various negative step changes of reactivity from initial equilibriurﬁ3ﬁu systems with neutron

lifetimes of 10* s. The data fofFigure 9.4-1 Figure 9.4-2 and Figure 9.4-3 were obtained from
Reference 9.4-5Kinetics calculations using the RTS (Reactor Transient Solution) computer code were
performed to produce the curves showRé&ference 9.4-5The data foFigure 9.4-4were obtained from
Reference 9.4-6Unlike the other figures, only the fission power was normalizédgare 9.4-4and not

the total power. Also, a slightly larger delayed neutron fraction (b) was used in deterRiguireg 9.4-4

This slightly larger delayed neutron fraction is typicafol reactors with reflectors.

The RELAPS solutions agreed well with the textbook solutions. Differences between the RELAPS
and textbook solutions can be attributed partly to the scaling of a curve from a textbook that may have
been distorted as a result of printing or to show a specific trait. The curve from which the &agarfor
9.4-4were obtained was one-fourth the size of the curves from which the data for the other figures were
obtained. As a result, the data points obtaineé&ifguire 9.4-4are not as accurate as those obtained for the
other figures. The difference at the larger power levels sdegumne 9.4-1cannot, however, be a result of
inaccurate scaling as the difference is too consistent. However, experience with calculations of reactivity-
induced accident transients indicates that the power would unlikely go higher than 1000 times the initial
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Figure 9.4-1A comparison for various positive step insertions of reactivity from initial equilibrium in
233 and?3%Pu systems with neutron lifetimes of 4.

power if reactivity feedback was included in the power determination. In this range, the RELAP5 and
textbook solutions show much better agreement.

Reactivity feedback can be input into RELAPS5 in one of two models: a separable model and a
tabular model. In addition, the tabular model has two options. The separable model is so defined that it
assumes that each effect is independent of the other effects. This model also assumes nonlinear feedback
effects from moderator density and fuel temperature changes and linear feedback from moderator
temperature changes. The separable model does not provide for boron reactivity feedback, though user-
defined boron feedback can be implemented with a control system. The separable model can, however, be
used if boron changes are small and the reactor is near critical about only one state point. For those reactor
transients where the assumption of no interactions among the different feedback mechanisms cannot be
justified, the tabular model can be used. All feedback mechanisms can be nonlinear, and interactions
among the mechanisms are included in the tabular model. However, the expanded modeling capability
greatly increases the input data requirements.

The separable model is defined by
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Figure 9.4-2A comparison for various linear time variations of reactivity from initial equilibriuﬁ?’?bl
systems with neutron lifetimes of 6.

r(t) =r,—rg+ eri(t) + zvci+ z [Woi e Ry(pi (1) +ay;* Twi (1]
i ! i (9.4-5)

Ne

+ Z [Weie Re(TRi (1) +ag° T (D] -

The quantity § is an input quantity and represents the reactivity corresponding to assumed steady-
state reactor power at time equal zero. The quargitysra bias reactivity calculated during input
processing such that the reactivity at time equal zerg Bhe purpose of the bias reactivity is to ensure

that the initial reactivity is equal to the input reactivity after including the feedback effects. Without this
guantity, the user would have to manually adjust a scram curve or control variable to obtain the input value
of initial reactivity or have a step input of reactivity as the transient starts.

The quantities are obtained from input tables definingreactivity curves as functions of time.
The quantities } are n control variables that can be user-defined as reactivity contributigns aRable
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Figure 9.4-3A comparison for various quadratic time variations of reactivity from initial equilibrium in
233 systems with neutron lifetimes of 1G.

defining reactivity as a function of the density of wapg(t), in the hydrodynamic volume i; @y is the
density weighting factor for volume i;\Ji is the temperature of volume ijais the temperature
coefficient (not including density changes) for volume i; apdsnthe number of hydrodynamic volumes

in the reactor core. The valug B a table defining reactivity as a function of the average fuel temperature
Tgi in a heat structure; ¥ and g; are the fuel temperature weighting factor and the fuel temperature
coefficient, respectively.gis the number of heat structures in the reactor core.

The tabular model defines reactivity as

() = ro=r* 3 1+ TV RIPO. Te (0. B(1)) (9.4-6)
P = 3 W, (8 (9.4-7)
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Figure 9.4-4A comparison for various negative step changes of reactivity from initial equilibri%ﬁ‘ﬁjn
systems with neutron lifetimes of 16

n

T () =5 WiiTwi (1) (9.4-8)
B(t) = iwpiBi (1) (9.4-9)
Te() = Y WeTa (D (9.4-10)

where B is boron density. The average quantities are obtained with the use of one weighting factor for each
hydrodynamic volume and each heat structure contributing to reactivity feedback. The reactivity function
R is defined by a table input by the user. The four-dimensional table lookup and interpolation option
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computes reactivity as a function of moderator dengityrGoderator temperature\{(J, volume average
fuel temperature ), and boron density (B). The three-dimensional option does not include boron density.

The reactivity function R is evaluated by a direct extension of the one-dimensional table lookup and
linear interpolation scheme to multiple dimensions. One-dimensional table lookup and interpolation of the
function V = F(X) uses an ordered set gf Mdependent variable valueg With the corresponding values

of the dependent variable, Mo determine the value of V corresponding to the search argument X. The
independent variable is searched such thaing X, bracket X. An equation for a straight line is fitted to
the points X V;, and X,1, Vj+1, and the straight line equation is evaluated for the given X.

For one dimension, the value of V is bracketed betwgeani X, ,. For two dimensions, the value
of V is within the quadrilateral defined by the points % and X, Y; and X, Y1 and X4, Yj.1. For
three dimensions, the value of V lies within the box defined by the poiinhq,XZk and X1, Yj, Z, and
Xi, Yjs1, Zgand Xiq, Yiig, Zeand X, Yj, Ziig and Xoq, Y, Zgeg @nd X, Yieg, Zeg @and %o, Yieg, Zyeg-
This process continues for more dimensions. Using the appropriate weighting factors for each dimension,
the value of V can be determined by linear interpolation in each dimension, one at a time.

Using N¢, Ny, Nz, and Ny as the number of values in the four sets of independent variables, the

number of data points for a three-dimensional table ysNNN; and is NNy 'Nz'Ny, for a four-
dimensional table. Using only four values for each independent variable, a four-dimensional table requires
256 data points.

9.4.1 References

9.4-1. American Nuclear Society Proposed Standard ANS 5.1, Decay Energy Release Rates Following
Shutdown of Uranium-Fueled Thermal React@stober 1971, revised October 1973.

9.4-2. American National Standard for Decay Heat Power in Light Water ReacdiS)/ANS-5.1,
1979.

9.4-3. E. M. Cohen, “Some Topics in Reactor KinetiédCONF, 15,1958, p. 629.
9.4-4. A. SchwartzGeneralized Reactor Kinetics Code AIREKNAA-SR-Memo-4980, 1960.

9.4-5. G. R. KeepinPhysics of Nuclear Reactorslew York: Addison-Wesley Publishing Company
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10 CLOSURE RELATIONS REQUIRED BY EXTRA MASS
CONSERVATION FIELDS

The effects of the noncondensables on the heat transfer and mass transfer processes are discussed
elsewhere in the manual in conjunction with the steam-water processes and are not repeated in this section.

The only solute in the liquid field that is explicitly treated in the code is boron. The assumption is
made that the boron concentration is sufficiently dilute that the following assumptions are valid:

. Liquid properties are not altered by the presence of the solute

. Solute is transported only in the liquid phase and at the velocity of the liquid phase
. Energy transported by the solute is negligible

. Inertia of the solute is negligible

With these assumptions, only an additional equation for the conservation of the solute is required.
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11 STEADY STATE

11.1 Basis for the Model

The model for steady-state analyses using RELAP5/MOD3 was originally implemented in RELAP5/
MOD1.51 11 which was a version of RELAP5/MOB%1-2 extended to provide reflood heat transfer.

The steady-state model was subsequently modified for use in RELAP5/M&®2nd, except for
debugging, has remained essentially unchanged since RELAP5/MOD?2 was released.

The basic modeling technique used by the steady-state model is that the user must set up the input
database to perform a null transient, so that the problem being simulated will undergo a transient
progressing from input initial conditions to the steady-state conditions defined by the user. To achieve this,
the algorithm does not solve a set of steady-state formulations of the field equations. Instead, the algorithm
uses the full transient algorithm and simply provides an automated method of monitoring the calculated
results to detect when an average steady-state is achieved and maintained for a reasonable time interval.
Upon achievement of steady state, the algorithm automatically stops the calculational process, provides a
final “restart/plot” file, and provides the printed and plotted output requested by the user. The user can then
examine the results and, if desired, the problem can be either restarted as a continuation of the steady-state
problem or restarted as a transient problem.

In performing the transient calculations, the steady-state algorithm uses only one special model in the
solution of the thermal-hydraulic field equation. The special model used ignores the heat structure heat
capacity data input by the user and replaces its value with a small value computed to be just large enough
to maintain stability for the calculations. This technique reduces the thermal inertia of the bounding heat
structures, allowing them to respond quickly and closely follow the hydraulic transient as it approaches
steady state.

The basis of the algorithm to detect steady state is an original technique using least-squares curve
fitting and smoothing methods to measure the time rates of change in state of the calculational cells and the
average linear rate of change of the modeled system. The scheme also considers calculational precision in
determining the steady-state convergence criteria. The purpose of the following discussion is to summarize
the basic methodology described in the code manual, summarize differences between the manual and the
code formulations, and summarize deficiencies noted by the users of the technique.

11.1.1 References

11.1-1. V. H. Ransom et alRELAP5/MOD1.5: Models, Developmental Assessment, and User
Information,EGG-NSMD-6035, October 1982.

11.1-2. V. H. Ransom et aRELAP5/MOD1 Code Manual, Volume 1: System Models and Numerical
Methods NUREG/CR-1826, EGG-2070, March 1982.

11.1-3. V. H. Ransom et aRELAP5/MOD2 Code Manual, Volume 1. Code Structure, System Models,
and Solution Method&yUREG/CR-4312, EGG-2396, August 1985.
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11.2 Summary of the Steady-State Model

11.2.1 Model Description

In Volume | of this code manual, the steady-state model is described and is divided into five
subsections discussing the fundamental concepts, the steady-state convergence criteria, the steady-state
test time interval control, the heat structure heat conductance scheme, and the interrelationship of steady-
state and transient restart/plot records.

The discussion concerning fundamental concepts states that it is only necessary to monitor three
terms whose “variation in time include the variations of all the other terms.” These three terms are the
thermodynamic density, internal energy, and pressure, and these three terms can be combined into a single
term, enthalpy The enthalpy of each volume cell is then formulated. Furthermore, it is expressed that an
absolute steady state occurs when the time rate of change in enthalpy approaches zero for all of the volume
cells in the model, and that this is monitored by fitting the time rate of change in enthalpy to an exponential
smoothing function giving a least squares approximation of the root mean square (RMS) of the time rate of
change in enthalpy for the modeled system. A means of monitoring the system average enthalpy is also
discussed, for which a straight line is fitted by least-squares to the average system enthalpy results over a
time interval. Time average steady state then occurs when the linear average rate of change is zero within a
convergence criterion related to the calculational precision.

The formulations presented are statistical equations expressing the difference between the state
calculated by the transient numerical algorithm and the state calculated by the thermodynamic equation of
state algorithm. This difference in state properties is then shown to be the difference in two-phase mixture
densities computed by the two algorithms. This difference has been called the “mass error” in the code
manual. A second source of density uncertainty is also discussed. It is the uncertainty of the
thermodynamic equation of state itself. Since a steam table computed from the ASME formulation for

steam water properti@sz'lis used as the thermodynamic equation of state, and since these tables have
five-significant-figure accuracy, the approximate uncertainty in thermodynamib is the density sixth
significant figure. The resultant net uncertainty in the system mean enthalpy is then expressed as the
statistical variance, summing the squares of the calculational precision and the steam table standard
precision. The uncertainty in the rate of change in state is then written as the net uncertainty divided by the
calculational time step.

Volume | also discusses the steady-state test time interval control and separates the scheme into two
basic tasks, which are

1. To monitor the behavior of the time smoothed RMS rate of change in system enthalpy
2. To monitor the behavior of the linear average rate of change in the system enthalpy.
It also discusses the terms printed in the steady-state printed edit.

In performing a steady-state calculation, the full transient algorithm is solved at each time step; and,
after each successful solution, the steady-state monitoring algorithm is entered. Tests for the preceding two
tasks are performed as outlined in the following discussion.

In the test time interval control scheme, the first calculations performed are those evaluating the
system mean enthalpy, the system mean rate of change in enthalpy, and the system mean square rate of
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change in enthalpy at each time step for ten successive successful time steps. At the end of this first time
interval, the equation for time-smoothed root mean square rate of change in enthalpy is determined using
the method of least squares. Its first two derivatives are evaluated at the current time step; and, if the rate of
change is increasing, the progression to steady state is divergent. If the rate of change is decreasing or zero,
the progression to steady state is convergent. If the divergent condition is determined, the next time at
which the test will be performed is estimated by either maintaining, halving, or doubling the current test
time interval based on a projected estimate of the current time-smoothed convergence function. This test
procedure is then successively repeated until a convergent condition is calculated. The discussion explains
the formulation of this process. If a convergent condition is determined, then testing for linear time average
steady state is begun.

After the RMS rate of change test indicates a convergent condition, the linear average rate of change
tests are begun. These tests are conducted by curve fitting three overlapping straight line equations to the
system mean enthalpy results accumulated over two successive test time intervals. For example, if the two
successive test time intervals are over the range in time fraort;tto t;, then three straight lines can be

fitted to the results, such that line A is a line fitted frriott, Line B is a line fitted fromytto t3, and Line
C is aline fitted fromqtto t;. The implication of the manual is that if the slopes of these three straight lines
both agree and approach zero within the calculational uncertainty, then the system is approaching a time

average steady state. Of course, if the slopes of the three lines disagree and are not approaching zero, then
the solution is diverging from steady state.

If the solution is diverging, then the accumulated line results are discarded, and the testing scheme is
reset to continue the RMS rate of change scheme until it again indicates convergence, at which time the
linear time average scheme is reinitiated.

It has been noted that the full transient algorithm is solved at each time step for the system being
modeled, and that only thermal-hydraulic parameters are monitored to detect steady state, with no mention
of how the state of heat structures is monitored as they achieve steady state. In the steady state algorithm,
the heat structure response is forced to closely follow the thermal-hydraulic response by ignoring the heat
structure heat capacity data input by the user and replacing it with a small value just large enough to ensure
calculational stability. This technique artificially reduces the thermal inertia of the heat structures,
allowing them to rapidly store or reject heat, and thereby closely follow the thermal-hydraulic state as it
approaches steady state. The formula used to calculate the minimal heat capacity term is the explicit
stability criterion for numerical heat conduction analyses.

Finally, to allow a high degree of utility in using the steady-state technique, the ability is provided to
restart problems as continuations of steady-state problems or as transients using the steady-state restart/
plot records as initial conditions. Capability is also included to restart steady-state problems using transient
restart/plot records as initial conditions. Of course, the fundamental capability of running a new problem as
a steady state is also included.

11.2.2 Code Implementation

Comparing the steady-state scheme discussed in the manual to the scheme as coded in the subroutine
SSTCHK shows that all of the formulations have been implemented as described except two. The first
exception is that the standard uncertainty is coded as

Eap1 =(6X6°)pf (11.2-1)
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which gives a better approximation#d in the sixth significant figure for density of saturated liquid. The
second exception is that if upon testing the three straight lines to determine if time average steady state has
been achieved, it is determined that steady state has not been achieved, the first test line (i.e., Line A) is not
simply reset to the second test line (i.e., Line B). Instead, the straight line results for both Lines A and B
are discarded, and Line A is replaced by a least-squares fit to the transient algorithm results over the Line B
test time interval. The remainder of the time average steady-state testing scheme remains as discussed in
the manual.

11.2.3 Reported Deficiencies

Very few users have reported deficiencies to the RELAP5 code development personnel. However,
the deficiencies that have been reported have all been for models simulating full-size power plants or
integral test facilities simulating power plants. The deficiencies fall into three categories:

1. The modeled system undergoes a significant transient from user input initial conditions
and begins to steady out, but the code terminates the calculation too early, with the
statement printed that the system has achieved steady state.

2. The modeled system undergoes a significant transient from user input initial conditions to
a good steady state, but the algorithm allows calculations to proceed at steady state for too
long a time.

3. The modeled system achieved a good steady state in a reasonable simulation time, but, for

the secondary side, if the steam generator heat transfer conditions are matched, the
secondary pressure does not agree with the data. If the secondary pressure is matched,
then the steam generator heat transfer conditions do not agree with the data.

The first deficiency definitely shows a weakness in the time average steady-state testing scheme. The
deficiency occurs, however, when the user inputs very crude or approximate initial conditions. The
transient problem simulated is then quite extreme, resulting in a high calculational uncertainty. This
uncertainty is monitored by the code time step control routine as mass error; and, as a result, the time step
taken is usually reduced to the minimum value input by the user. Once the minimum time step is reached,
the code is then forced to run at that time step and forced to accept the high error. Since this mass error is
used by the steady-state algorithm to define the time average steady-state convergence criteria, the
resultant convergence criterion is large. Hence, since the criterion for time average steady state is that the
slope of the time average straight line be zero plus or minus the convergence criterion, the large
convergence criterion allows the algorithm to prematurely estimate achievement of time average steady
state. The user can generally work around this problem by simply restating the run as a continuation of the
steady-state problem.

The second deficiency is usually a direct function of the steady-state scheme and not really a
deficiency. Roughly, the first 25% of the total time simulated is the transient approach to steady state. The
test time interval for the first achievement of steady state will be of the same approximate duration as this
transient time interval. This is, if it takes approximately 100 seconds simulated time to undergo the
transient approach to steady state, then the first test time interval showing the achievement of time average
steady state will also be approximately 100 seconds. The algorithm then repeats the testing scheme for two
additional intervals of the same duration, and if this average steady state is successively maintained for all
three time intervals, then the algorithm terminates the calculation with the statement that steady state has
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been achieved. The time needed to achieve steady-state can usually be shortened by improving the
modeled control variables that drive the system to steady state.

The third deficiency noted is also not a deficiency in the steady-state algorithm. It is a heat transfer
modeling problem typical of PWR steam generator models. Users should refer to previous sections in this
document describing these models for more detailed recommendations (see Volume I).

Note that the user can define a plant controller such as a steam generator feedwater control operating
between high and low set points that will force the modeled system to a steady oscillating state or an
oscillating state with slowly decreasing amplitude. For these circumstances, the steady state algorithm will
determine that a time average steady state has been achieved, and within the steady-state edit the mean
RMS amplitude of these oscillations is printed as the term FLUCTUATION. If the user desires to remove
these oscillations, a revised controller must be used that will drive the system to a precise set point.

11.2.4 Conclusions

The steady-state algorithm provides an adequate automated method of performing a null transient
solution for steady-state conditions. However, the experienced RELAPS5 user will undoubtedly have better
success than the inexperienced user. RELAPS5 personnel have included a new modeling capability for self-

initialization of PWR plant system modéfs?2Two examples are included that demonstrate how a good
steady state can be achieved.

It is also concluded that the steady-state algorithm can be improved by delaying the initiation of
testing for steady state until the initial calculational mass error has begun to decrease. This would prevent
premature estimates of the achievement of steady state.
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